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The present study attempts to discover organizing principles in college students’ evaluations of their
formal and informal educational programs. The study was conducted during the 1998–99 academic
year. The data consisted of 14,344 assessment sheets completed by students at the Jordan Valley
Regional College in Israel. Each assessment sheet contained 12 variables. Factor analysis revealed
two main factors: the course (seven variables) and the teacher (five variables). A Smallest Space
Analysis (SSA) revealed an additional distinction. Some of the evaluation items relate directly to the
course or teacher and some relate to the interaction between the course or teacher and the students.
Distinguishing between these categories could be helpful in identifying or correcting bias in student
evaluations.

Introduction

Student evaluations of their education have gained importance as competition to
attract and keep students has become more intense among the ever-proliferating
number of institutes of higher education. For the past century, students’ relationship
to their schools and teachers has been once of the most widespread topics of educa-
tional research. Cashin (1988) cites over 1300 separate studies on student evaluations
of teachers alone. Many studies have focused on comparative relations according to
group differences such as gender, socioeconomic status, type of school, and achieve-
ments (Amin, 1994; Centra & Gaubatz, 2000; Radmacher & Martin, 2001; Schmidt,
2003). Student evaluations have been the subject of much controversy concerning
whether they indicate actual quality in learning and teaching, or if students favor
teachers and courses with little work and easy grading (Felder, 1992; Greenwald &
Gillmore, 1997; Marsh & Roche, 2000; Kaplan et al., 2002; Johnson, 2003; among
many others).
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In his comprehensive survey, Lewy (1985) noted the meagerness and non-cumu-
lative character of studies regarding the students’ relation to their schools as well as
the absence of a theoretical framework that would allow for interpretation of the
research data. There has been little attention given to the structural nature of the
evaluation. The few noteworthy studies that have done so (Yee & Runkel, 1969;
Darom et al., 1980) have had little impact on subsequent research. While the rela-
tionship to schools has been treated as a multivariate concept, this has generally been
through the setting of scales (one or more) based on a number of items that do not
necessarily cover the totality of the content of the items. Recently, Greimel-
Fuhrmann and Geyer (2003) published a structural analysis of students’ evaluations
of their teachers.

For guidance in formulating a hypothesis about the organizing principles underly-
ing student evaluations of courses and teachers, we may look to studies in which orga-
nizing principles underlying quality of life for students were identified. Williams and
Batten, in their 1981 study of quality of life among high school students identified six
areas of evaluation: positive affect, negative affect, status, identity, opportunity and
professors. Roberts and Clifton, in their 1992 study of quality of life among university
students, suggest that the six areas may be re-conceptualized as four dimensions in
college and university milieus: positive affect, interaction with professors, interaction
with students, and negative affect (pp. 131–133). Two of the four Roberts and Clifton
dimensions are distinctly interpersonal: interaction with professors and interaction
with other students. Positive affect and negative affect also suggest an interaction
between the student and the course (i.e. interest vs. disinterest) or between the
student and the teacher (i.e. encouragement vs. fear).

The widely used Students’ Evaluation of Educational Quality (SEEQ) also focuses
on relationships between teacher, course and students.1 The SEEQ measures nine
factors of teaching effectiveness: learning/value, enthusiasm, organization, group
interaction, individual rapport, breadth of coverage, exams, assignments, and work-
load/difficulty. These factors have been verified in over 30 published studies (e.g.
Marsh, 1982, 1984, 1987, 1991; Marsh et al., 1997; Marsh & Hocevar, 1991; Marsh
& Kunkin, 1992; Marsh & Roche, 1993). Based on these previous studies, it may be
hypothesized that one of the organizing principles concerning evaluation of classes
will relate to this concept of interaction.

In addition to the controversy over lenient grading affecting evaluations, an over-
emphasis on students’ emotional response to entertaining teachers, regardless of
educational content of the class has been the basis of criticisms of the legitimacy of
student evaluations (Naftulin et al., 1973; Ware & Williams, 1975). Therefore, the
interactive elements of the evaluation, i.e. the interpersonal dynamic between teacher
and students or among students, are not sufficient in evaluating a course. The course
content and the teacher’s effectiveness may be considered separate categories of eval-
uation. For quality of classroom experience, then, we can propose five categories:
interaction with professors, interaction with other students, interaction with/interest
in course material, course quality (i.e. organization, depth of content) and teaching
quality.
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This study uses a number of multidimensional data analysis techniques to attempt
to identify organizing principles of the way students assess their education. Such orga-
nizing principles could be used to more effectively design and analyze the results of
student evaluations. It is a continuation of previous studies, which looked at how
students assess their educational programs (Levy, 1991; Cohen 1995, 1999a,b;
Cohen & Sabbagh, 1999). While these other studies have asked students to evaluate
life on campus in a broader sense, including social and personal aspects, this study
focuses on the classroom experience.

In this article I am concerned with how students conceptually organize elements of
evaluation. Student evaluations, like consumer surveys, may reveal as much about the
students (consumers) as about the instructors or courses (Hinton, 1993; Bligh,
1998). Thus, student evaluation sheets may be used to understand the logic behind
how students evaluate classes, and not just how well they rated a specific class. A
typology of how principles underlying evaluation may then be used to improve eval-
uation forms, potentially minimizing, or at least identifying, potential biases.

Methodology

Data collection

The data used for this study was collected in the 1998–1999 academic year. It consists
of 14,344 assessment sheets completed by students at the Jordan Valley Regional
College (JVRC) in Israel. The questionnaire was designed by faculty members of the
college and was distributed and collected by the JVRC administration.

Questionnaires were anonymous and contain no demographic data on the
students. Therefore, results can only be evaluated as a whole. Differences in evalua-
tion of the school along gender, ethnic, religious or socioeconomic lines cannot be
evaluated. In addition, we do not know how many students from each teacher or
course are represented in the sample. It is possible that some teachers’ students are
over-represented since teachers at JVRC generally teach three or four courses, and
students complete assessment sheets at the end of each course. The data provided by
the college for this analysis do not include how many assessment sheets were
completed for a given teacher. However, given the nature of the college, in which each
student studies with many teachers, this is unlikely to affect the data.

Additionally, while the declared main goal of this study from the perspective of the
college was to evaluate the teachers and courses themselves, our purpose here is to
identify the conceptual structure that students use in evaluating their education. The
analytic tools used in this study have proven useful in the interpretation of other stud-
ies, such as evaluations of educational tours, feelings of well-being in life, social indi-
cators of quality in life in various nations, and more (Levy & Guttman, 1975; Levy
1986a,b, 1990; Cohen, 2000a,b; Cohen et al., 2001). The uncovering of a structure
used as a basis for evaluation is helpful in verifying the instrument of measurement
itself. The structure may indicate whether or not categories of evaluation have been
left out or repeated. If the structure is useful, it will be applicable to respondents from
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a wide variety of situations. Therefore, though over- or under-representation of
students in a particular class may be important in the college’s evaluation of itself, it
does not alter the usefulness of this analysis, which is essentially an assessment of the
evaluation tool.

The questionnaires contained 12 variables, listed in Table 1. Each variable could
be rated on a scale from 1 (unsatisfactory) to 5 (excellent).

Several categories of evaluation not included in this evaluation form should be
noted. The twelve questions used as variables in this study represent some, but
not all of the nine factors in the SEEQ. Of particular interest is the absence in
the JVRC questionnaire of the two factors related to difficulty and grading. Also
missing from this questionnaire are items related to group dynamics among
students.

Data analysis

Two types of data analysis were performed on this data set. Each enables us to exam-
ine different aspects of the data and together present us with a rich and complex view
of how students at the college evaluated their educational experience. The first anal-
ysis was a classic factor analysis using the Principal Component Analysis extraction
method. It was conducted in two dimensions.

The second analysis was a Smallest Space Analysis (SSA), a procedure developed
by Louis Guttman (1968, 1982). It is one tool in his comprehensive Facet Theory.
Facet Theory is a systematic approach in which first the issues relevant to the
research concept are defined and specified. These are the facets which will help the
researcher to generate the research variables. Each of the facets should correspond to
an aspect of the empirical data (Levy, 1994). This articulation of the research

Table 1. Means and standard deviations of the various evaluation items

Item Mean
Standard 
Deviation

1. the course was well organized 4.00 0.96
2. the goals described in the course syllabus were clear and helped to     

achieve the aims defined by the teacher
3.95 1.01

3. the bibliography helped me understand the issues 3.90 1.04
4. the course delivered knowledge in the subject 4.00 1.04
5. the course awakened interest in the material 3.86 1.14
6. the course gave me tools for analysis and independent reflection 3.79 1.12
7. general assessment of course quality 3.92 1.05
8. the teacher presented material in a clear and interesting manner 3.98 1.12
9. the teacher was well prepared for the course 4.27 0.94

10. the teacher answered questions, remarks and criticisms 4.22 1.02
11. the teacher had a respectful relationship with the student 4.25 1.03
12. general assessment of teacher’s teaching ability 4.13 1.06
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variables may be used in designing the questionnaire and in formulating hypothesis
about the research topic. The SSA is then used to produce a graphic representation
of the data.

The differences between the more widely recognized factor analysis and the SSA
seem subtle at first glance, but they are important. Both techniques seek to under-
stand the inter-relationships among a large number of variables and to find common
underlying structural elements. Both are used for data reduction. The factor analysis
is a statistical approach that derives a set of uncorrelated variables, the factors. There
is always a primary factor and subsequent factors. In contrast, the SSA, by providing
a spatial representation of the data, which shows regions of correlated data, not only
indicates various semantic ‘factors’, but also provides their structural organization.
The structure itself reveals much about the data. And there may be more than one
interpretation of the spatial representation, depending on the theoretical basis of the
study.

As with factor analysis, the first step in conducting an SSA is the calculation of a
correlation matrix. It may be noted that SSA allows for more flexibility in types of
data analyzed, such as non-metric data (Thapalia, 2004). In this case we used the
Pearson Coefficient. The data from the correlation matrix are then plotted as points
in a Euclidean space. Strongly correlated items appear close to each other in the
space, and those that are weakly correlated appear far apart. This cognitive map
reveals regions of related items. Regions of the SSA map are not interpreted solely by
proximity, but on the theoretical basis of the study. For example, items at opposite
ends of the space may be grouped together in a structure of concentric circles repre-
senting a spectrum of central-peripheral regions. A series of vertical regions may
group together items at opposite ends of the map (horizontally) in regions represent-
ing a progression of theoretical concepts. While the factor analysis provides the
researcher with a set of underlying factors summarizing the information, the structure
of the links between these factors is not indicated. The contribution of the SSA is to
provide the researcher with information about the type of structure by which the vari-
ables are organized (Maraun, 1997). For a general presentation of the theoretical
works of Guttman and their numerous applications, see Canter (1985), Borg and
Lingoes (1987), Levy (1985, 1994), Young (1987), Borg and Groenen (1997), and
Cohen (2003).

It is important to note that the borders dividing regions in SSA maps are subjective.
A variety of configurations of regions can be recognized, with equal validity, as long
as the specificity and continuity of the regions is respected. This may be understood
with the metaphor of geographic maps. If one were mapping natural ecosystems, the
Israeli city of Eilat, on the Gulf of Aqabah, would be placed in a region together with
the Egyptian city of Taba and the Jordanian city of Al Aqabah, while it would be in a
different region than Haifa, which is on the Mediterranean coast. However, if one is
considering political boundaries, Eilat and Haifa would be in the same region, while
Eilat, Taba and Al Aqabah would be in different regions, despite their proximity.
Division of regions in the map depends on the theoretical or conceptual basis for
drawing the borders.
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Results

Distribution table

The first observation that can be made from these data is that the students at the
JVRC gave overwhelmingly positive evaluations to their education along all twelve
variables. As shown in Table 1, the mean for all twelve variables was well above the
mid-point of the scale, the nearest being 3.79. The standard deviations are all
between .94 and 1.14, indicating that these means closely reflect the responses of
most students, and not a wide variety of answers (i.e. many ratings of 1 and many
ratings of 5) disguised by a mean close to the mid-point. The item receiving the most
positive evaluations was ‘The teacher was well prepared for the course.’ The item
receiving the least positive evaluations was ‘The course gave me tools for analysis and
independent reflection.’

Factor analysis

The distribution table shows specifics about the students’ attitudes towards their
school. However, factor and multidimensional analysis techniques allow us to gain
from this data set knowledge that is much more widely applicable in the field of
educational assessment. The relationships between these variables reveal several
important points about how college students evaluate their education.

Factor analysis revealed two main factors, clearly recognizable in two dimensions:
the course (7 variables) and the teacher (5 variables) (Table 2 and Figure 1). For each
factor we included only items with a communality index of greater than 0.6.
Figure 1. The component plot of the bi-dimensional components matrix

Smallest Space Analysis

We then re-analyzed the results from these twelve variables using the Smallest Space
Analysis technique. Correlation matrices were calculated using both the Pearson
coefficient and a regression free, non-linear coefficient of correlation known as
MONCO. In this specific case the structural results from these two coefficients were
similar. We therefore chose to present only the better-known coefficient of Pearson.

Several observations can be made directly from the correlation matrix. First, all of
the correlations are positive. According to Guttman’s First Law of Attitude, if the
items have a positive or zero correlation, they may be considered part of the same set
of attitude items (Gratch, 1973; Guttman & Levy, 1982). This is the case in relation
to these 12 items. This is significant in terms of an attempt to understand the ways in
which students evaluate their teachers and courses. If one or more of the items had
strongly a negative correlation with several of the other items, we could suggest that
the applicability of that item to the evaluation be re-considered.

As we can see in Table 3, the 12 items are strongly inter-correlated, the lowest
correlation being 50. For the seven items related to the course, the weakest correla-
tion (though still relatively strong) was with the item: the teacher had a positive rela-
tionship with the students (#11). The fact that this item was less strongly correlated
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does not mean either that the students at JVRC had poor relationships with their
teacher or that the teacher–student relationship is unimportant in the students’ eval-
uation of their education. It means that the students’ evaluation of the teacher–
student relationship is less strongly related to their evaluation of the course.

The two items ‘The teacher presented material in a clear and interesting manner’
(#8) and ‘General assessment of teacher’s teaching ability’ (#12) were the most
strongly inter-correlated with the other items overall, their lowest correlations being
64 and 63 respectively, in both cases with the item ‘The bibliography helped me
understand the issues’ (#3). These two items, the teacher’s clear presentation of the
material and general teaching ability are tightly bound with the students’ evaluations
of other aspects of the course.

The relationships represented in the matrix can be more clearly understood by
plotting them on a schematic map. Figure 2 shows the results of the SSA, with
distinct regions of correlated data. As outlined in the methodology section, the
borders between the regions are not necessarily determined by proximity. We are not
looking for clusters of points, but rather for specific and continuous regions of
conceptually related data.
Figure 2. Bi-dimensional smallest space analysis mapIn this case, I distinguished between four regions in the map, in a grid formation.
Along the x-axis, the left-hand side of the map contains the items related to the
course. This corresponds to factor 1 in the factor analysis. The right-hand side of the
map contains items related to the teacher, and corresponds to factor 2 in the factor
analysis.

An additional distinction can be made along the y-axis. In the lower region of the
map are evaluational items in which the student is an active participant. I have called
this region ‘in relation to the student’. By this I mean that these aspects of evaluating
the educational experience have to do with the ability of the teacher or the course to

Table 2. Factor analysis bi-dimensional components matrix Extraction method: principal 
component analysis

component 1 component 2

1. the course was well organized .608 .552
2. the goals described in the course syllabus were clear and 

helped to achieve the aims defined by the teacher
.698 .362

3. the bibliography helped me understand the issues .731 .130
4. the course delivered knowledge in the subject .762 .438
5. the course awakened interest in the material .795 .336
6. the course gave me tools for analysis and independent reflection .790 .320
7. general assessment of course quality .740 .516
8. the teacher presented material in a clear and interesting manner .519 .727
9. the teacher was well prepared for the course .377 .796

10. the teacher answered questions, remarks and criticisms .275 .869
11. the teacher had a respectful relationship with the student .220 .863
12. general assessment of teacher’s teaching ability .438 .813
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involve the student. The course awakened in the student interest in the material, the
course gave the student tools for independent analysis, or the teacher had a positive
relationship with the students. Each of these indicates an evaluation of the course or
teacher as they relate to the student. The items in the upper half of the map relate to
an evaluation of the course or the teacher independent of any involvement on the part
of the student. I have called this region ‘related directly to the teacher or course’. The
course was well organized, the goals were clear, the teacher was well prepared; each
of these depends only on the teacher or the course curriculum, and does not involve
the participation of the student or a relationship between the student and the teacher
or material.

Figure 1. The component plot of the bi-dimensional components matrix
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Conclusion

The factor analysis found a clear distinction between the teacher and the course. The
nine factors in the SEEQ, cited above, emphasize only the teacher. As many of the
criticisms of student evaluations relate to interactions with the teacher (ability to enter-
tain, leniency), the importance seen here of the course as a distinct factor is significant.

Additionally, the distinction uncovered in the SSA analysis, between the inherent
quality of a teacher or course and quality of teacher or material in relationship to the
students has not been addressed in the wide body of literature on student evaluations.
If, as seen in this analysis, the teacher and the course comprise distinct elements inde-
pendent of their relationship with the student, then these items have not been given
sufficient attention. In his in-depth analysis of lectures as an educational tool, Bligh
(1998, p. 174) critiques the practice of student evaluations and concludes, ‘The truth
is, there are lecturers, students and interactions between them. Students’ opinions
will reflect all three.’ The findings of this study expand on this observation: there are
lectures (courses), teachers, students and interactions between all of them.

Yet another study with findings similar to those presented here is Cohen’s (1981)
meta-analysis of student evaluations. Ten factors were found in that factor analysis.
Two of the factors are the same as the two found in the factor analysis presented in
this study: course and instructor. Three others approximate to categories in the SSA:
skill (involving the teacher), rapport (teacher in relation to students), and course
structure (involving the course). Another factor with a high coefficient was student
progress. This can be seen either related to (though not identical with) course in rela-
tion to the student.

Making a clear distinction in the wording of the evaluation sheets between the qual-
ity of the course or teacher and their relationship with the students may help in

Table 3. Pearson coefficient correlation matrix of the twelve evaluation items * Number of 
cases = 14344

1 2 3 4 5 6 7 8 9 10 11 12

1 | 100 79 68 70 61 63 75 70 71 60 57 69
2 | 79 100 72 71 64 67 75 70 66 60 57 68
3 | 68 72 100 72  65 64 71 64 60 57 55 63
4 | 70 71 72 100  78 75  80 71 65 59 56 69
5 | 61 64 65 78 100 78 79 68 56 54 50 63
6 | 63 67 64 75  78 100 80 68 58 55 52 66
7 | 75 75 71  80 79 80 100 78 69 65 62 77
8 | 70 70 64 71 68 68 78 100 77 71 66 84
9 | 71 66 60 65 56 58 69 77 100 73 67 77
10| 60 60 57 59 54 55 65 71 73 100 82 77
11| 57 57 55 56 50 52 62 66 67 82 100 75
12| 69 68 63 69 63 66 77 84 77 77 75 100

*the original coefficients were multiplied by 100 and rounded into integer numbers
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identifying biases towards lenient or entertaining teachers. This factor could possibly
yield a fifth region or sub-region in the map: students in relation to other students (group
dynamics within the classroom).

Standardized evaluation sheets, such as the SEEQ, are adapted by individual insti-
tutions. The factors discussed in this survey may be included in future surveys and in
the analysis of student evaluations. Survey design may take care to include items related
to each of the map regions, since each represents a distinct aspect of the students’ eval-
uations. Evaluations designed using the typology presented here may help clear up
questions concerning student bias towards lenient or entertaining teachers.

The applicability of these four categories could be verified by applying the same
methodology to other lists of variables, particularly those used in evaluation of

Figure 2. Bi-dimensional smallest space analysis map
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different educational settings (i.e. elementary schools, informal educational
programs). Considering these categories when designing questionnaires would not
preclude organizing the questionnaire in a way appropriate to a specific situation. For
example, a study conducted by Forrester-Jones (2003) and published in this journal
included a questionnaire organized logically based on the structure at a particular
college (lecture/seminar/module). A re-reading of the list of questions, bearing in
mind the results of the present study, finds that each of the four categories in the
typology is represented by at least one question, and that questions related to ‘teacher
in relation to the student’ are the most numerous. Thus the specific questionnaire can
be organized for the convenience of a particular setting while incorporating the
concepts of this typology. If a subsequent study were to be conducted, it could be
decided, for example, to examine more closely issues related to the course or to the
teachers independent of their relationship with students.

Future studies based on this typology may further investigate this issue in several
other directions. If more than one college were involved in a study, it could provide a
basis for inter-institutional comparisons. If some basic socio-demographic data on the
students were provided (age, gender, year of study, etc.) it could be useful in a
comparison of sub-populations in the institution. Demographic differences within or
between student populations may influence how courses and teachers are evaluated.
An analysis of sub-populations based on various demographic characteristics could
help in understanding what evaluations reveal about yet another possible category:
related directly to the student him/herself, as suggested by Bligh (1998).

The typology presented here should be verified in a number of different student
populations. The four categories in the typology are broad enough to allow for a wide
range of student concerns and priorities regarding education. Other possible catego-
ries suggested here, such as related directly to the student him/herself (i.e. what the
survey reveals about the ‘consumer’) and group dynamics (students in relation to
other students) may be examined in more detail.
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Note

1. Since its creation in the early 1980s, responses to the SEEQ have been collected from over 1
million undergraduate and graduate students in 50,000 courses. Though the SEEQ has been
translated into a number of other languages, and a Chinese version was tested with positive
results (Marsh et al. 1997), to the best of our knowledge, it has not yet been translated into
Hebrew or used by universities in Israel.
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