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Determining the firm performance using a set of financial measures/ratios has been an interesting and
challenging problem for many researchers and practitioners. Identification of factors (i.e., financial mea-
sures/ratios) that can accurately predict the firm performance is of great interest to any decision maker.
In this study, we employed a two-step analysis methodology: first, using exploratory factor analysis (EFA)
we identified (and validated) underlying dimensions of the financial ratios, followed by using predictive
modeling methods to discover the potential relationships between the firm performance and financial
ratios. Four popular decision tree algorithms (CHAID, C5.0, QUEST and C&RT) were used to investigate
the impact of financial ratios on firm performance. After developing prediction models, information
fusion-based sensitivity analyses were performed to measure the relative importance of independent
variables. The results showed the CHAID and C5.0 decision tree algorithms produced the best prediction
accuracy. Sensitivity analysis results indicated that Earnings Before Tax-to-Equity Ratio and Net Profit Mar-
gin are the two most important variables.

� 2013 Elsevier Ltd. All rights reserved.
1. Introduction

Evaluating firm performance using financial ratios has been a
traditional yet powerful tool for decision-makers, including busi-
ness analysts, creditors, investors, and financial managers. Rather
than employing the total amounts observed on financial state-
ments, these analyses were conducted using a number of financial
ratios to obtain meaningful results. Ratio analysis can help stake-
holders analyze the financial health of a company. Using these
financial ratios, comparisons can be made across companies within
an industry, between industries, or within a firm itself. Such a tool
can also be used to compare the relative performance of different
size companies.

Accounting and finance text books generally organize financial
ratios into classes including liquidity, profitability, long-term sol-
vency, and asset utilization or turnover ratios. Liquidity ratios eval-
uate the ability of a company to pay a short-term debt, whereas
long-term solvency ratios investigate how risky an investment in
the firm could be for creditors. Profitability ratios examine the
profit-generating ability of a firm based on sales, equity, and assets.
Asset utilization or turnover ratios measure how successfully the
company generates revenues through utilizing assets, collecting
receivables, and selling its inventories.
ll rights reserved.
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As part of an empirical research, Matsumoto, Shivaswamy, and
Hoban (1995) conducted a survey of security analysts to ascertain
their perceptions regarding financial ratios. They discovered that
growth rates were considered to be the most important, followed
by valuation, and then profitability ratios. The analysts ranked
earnings per share and leverage ratio slightly lower than the above
three. They also found that the ranking orders of ratio groups were
quite different for retailers and manufacturers.

Previously, various methodologies had been implemented in or-
der to evaluate the financial performance of companies in associa-
tion with financial ratios. While the earlier studies primarily used
traditional statistical techniques (e.g., Factor analysis, ANOVA, lin-
ear regression, etc.) more recent studies employed advanced deci-
sion-making approaches. One of the most popular approaches has
been the decision tree analysis, which is often preferred because of
its simplicity, transparency, descriptive and predictive power. In
this study, using decision tree analyses along with several financial
ratios, we evaluated the financial performance of Turkish compa-
nies listed on the Istanbul Stock Exchange.

The remainder of this paper is organized as follows: the next sec-
tion (Section 2) provides a literature review; Section 3 presents the
methodology developed and followed in this study, and document-
ing its findings. The Section 4 summarizes and concludes the paper.
2. Literature review

Use of financial ratios to assess the firm performance is not new.
A simple literature search can find literally thousands of publica-
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tions on this topic. The underlying studies often differentiate them-
selves from the rest by developing and using different independent
variables (financial ratios) and/or employing different statistical or
machine learning based analysis techniques. For instance, Horrigan
(1965) claimed that the development of financial ratios ought to be
a unique product of the evolution of accounting procedures and
practices in the U.S.; further stating that the origin of financial ra-
tios and their initial use goes back to the late 19th century. Finan-
cial ratios, which are calculated by using variables commonly
found on financial statements, can provide the following benefits
(Ross, Westerfield, & Jordan, 2003):

� Measuring the performance of managers for the purpose of
rewards;
� Measuring the performance of departments within multi-level

companies;
� Projecting the future by supplying historical information to

existing or potential investors;
� Providing information to creditors and suppliers;
� Evaluating competitive positions of rivals;
� Evaluating the financial performance of acquisitions.

Other than the benefits provided above, financial ratios are also
used for the purpose of predicting future performance. For exam-
ple, they are used as inputs for empirical studies or are used to de-
velop models to predict financial distress or failures (Altman, 1968;
Beaver, 1966). In fact, a vast majority of the recent studies focused
on analyzing and potentially predicting bankruptcy as a means to
identify characteristics (in term of financial ratios) of good or
bad-performing firms and their potential values (Kumar & Ravi,
2007). Thousands of studies conducted in bankruptcy prediction
distinguished themselves from those of the others by using a
somewhat unique set of financial characteristics or employing a
different set of prediction models (statistical or machine learning
based) (Alfaro, García, Gámez, & Elizondo, 2008; Holsapple & Wu,
2011; Lee, Han, & Kwon, 1996; Martín-Oliver & Salas-Fumás,
2012; Olson, Delen, & Meng, 2012; Wilson & Sharda, 1994). Though
many of these studies are successful in predicting bankruptcy out-
comes, they often fall short on identifying and explaining the char-
acteristics that can be used as determinants of the firm
performance.

There is no universally agreed-upon list regarding the type, cal-
culation methods and number of financial ratios used in earlier
studies. For instance, Gombola and Ketz (1983) used 58 ratios to
detect financial ratio patterns of within retail and manufacturing
organizations, while Ho and Wu (2006) used 59 ratios, Cinca,
Molinero, and Larraz (2005) used 16 ratios, Uyar and Okumus�
(2010) used 15 ratios, and Karaca and Çiğdem (2012) used 24 ra-
tios. However, most text books and research studies published in
reputable journals provided somewhere in between 20 to 30 of
the more commonly used ratios, which are often found to be suffi-
cient to evaluate the performance of a firm.

Earlier studies have provided empirical evidence that the struc-
ture of financial ratio patterns differs between retail and manufac-
turing firms (Gombola & Ketz, 1983). Cinca et al. (2005) proved
that the size of the company and the country where the company
is located impact the financial ratio structure. Uyar and Okumus�
(2010) investigated the impact of the recent global financial crisis
on publicly traded Turkish industrial enterprises using financial ra-
tios, finding that firms had been weakened financially during the
crisis period.

In earlier studies, researchers utilized statistical methods which
are prone to unrealistic normality and linearity assumptions. For
example, Altman (1968) applied multiple discriminant analysis,
which requires data to meet normality, equal covariance and inde-
pendency of variables conditions. The superiority of decision tree
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methods (arguably the most popular data mining techniques) is
that they are free from these limiting assumptions. Furthermore,
decision trees can be represented as easily understandable graph-
ical displays, making them transparent and easily understandable
to managers. Therefore, in this study we chose to use the most
popular decision tree methods as our analysis tools.

Previous studies have also focused primarily on financial perfor-
mance, stock return, and bankruptcy or financial distress predic-
tion by using various statistical and data mining techniques such
as decision trees and neural network (Chen & Du, 2009; Lam,
2004; Sun & Hui, 2006; Wang, Jiang, & Wang, 2009; Yu & Wenjuan,
2010). For instance, Zibanezhad, Foroghi, and Monadjemi (2011)
employed classification and regression trees (C&RT) to predict
financial bankruptcy using financial ratios as well as to determine
the most important variables. Wang et al. (2009) implemented the
bagging-decision tree model to predict stock returns by using fifty
financial ratios. Sun and Hui (2006) focused on financial distress
prediction of Chinese listed firms applying decision tree and genet-
ic algorithms. Yu and Wenjuan (2010) used the decision tree to
examine which financial ratios have strong influence on the profit
growth of listed logistics companies; they have employed C5.0,
which is one of the decision tree techniques. In this study, we used
four popular the decision tree algorithms to develop prediction
models and by the way of conducting information fusion based
sensitivity analysis on these prediction models, we discovered
which financial ratios have the strongest impact on financial per-
formance. In our analysis, we used a large and feature rich financial
database of Turkish public companies listed on Istanbul Stock
Exchange.
3. Methodology

3.1. Data and sample

Our goal was to identify and use a large and feature rich dataset.
After an exhaustive search we identified FINNET, which is a com-
pany providing variety of financial data, software, and Web-based
analysis tools to their members. FINNET has the largest financial
database on Turkish firms. Even though the FINNET data is large
and feature-rich in content, it had variety of data problems;
demanding a through process of data cleaning and pre-processing.

The initial sample of the study consisted of all Turkish listed
public companies from 2005 to 2011. In total, 2722 data records/
cases were available for analysis. Out of this, 371 cases had signif-
icant missing-date problems on financial ratio values; therefore
they were eliminated. Also, 6 cases were identified as extreme out-
liers, and therefore they were also eliminated from the dataset. At
the end of the cleaning and pre-processing procedures, there were
2345 usable cases for model building and testing purposes. The fi-
nal dataset of financial ratios covered the time period of 2005 to
2011. For this study, 31 financial ratios were calculated and used.
Table 1 lists and briefly defines these financial ratios. The main
tasks/steps employed in this study are presented in a graphical
form in Fig. 1.
3.2. Exploratory factor analysis (EFA)

The Exploratory factor analysis (EFA) was adopted in order to
identify and validate the underlying dimensions of the financial ra-
tios. To locate the underlying dimensions, the principal component
factor analysis was used. Principal component analysis (PCA)
decomposes given data into a set of linear components within
the data. It indicates how a variable contributes to that component,
while factor analysis establishes a mathematical model from which
factors are estimated (Dunteman, 1989). PCA is a mathematical
sing financial ratios: A decision tree approach. Expert Systems with Applica-
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Table 1
List of Financial Ratios.

Liquidity Ratios
Quick Ratio (Current Assets – Inventory) � Current Liabilities
Liquidity Ratio Current Assets � Current Liabilities
Cash Ratio Cash and Cash Equivalents � Current Liabilities

Asset Utilization or Turnover Ratios
Receivable Turnover Rate Sales � Accounts Receivable
Inventory Turnover Rate Cost of Goods Sold � Inventory
Net Working Capital Turnover Rate Sales � (Current Assets – Current Liabilities)
Asset Turnover Rate Sales � Total Assets
Equity Turnover Rate Sales � Owners’ Equity
Fixed Asset Turnover Rate Sales � Fixed Assets
Long-term Assets Turnover Rate Sales � Long-term Assets
Current Assets Turnover Rate Sales � Current Assets

Profitability Ratios
Gross Profit Margin Gross Profit � Sales
EBITDA Margin Earnings Before Interest, Tax, Depreciation, and

Amortization � Sales
Net Profit Margin Net Income � Sales
Earnings Before Tax-to-Equity Ratio Earnings Before Tax � Owners’ Equity
Return on Equity Net Income � Owners’ Equity
Return on Assets Net Income � Total Assets
Operating Expense-to-Net Sales Ratio Operating Expense � Net Sales

Growth Ratios
Assets Growth Rate (Total Assetst – Total Assetst�1) � Total Assetst�1

Net Profit Growth Rate (Net Incomet – Net Incomet�1) � Net Incomet�1

Sales Growth Rate (Salest – Salest�1) � Salest�1

Asset Structure Ratios
Current Assets-to-Total Assets Ratio Current Assets � Total Assets
Inventory-to-Current Assets Ratio Inventory � Current Assets
Cash and Cash Equivalents-to-Current Assets Ratio Cash and Cash Equivalents � Current Assets
Long-term Assets-to-Total Assets Ratio Long-term Assets � Total Assets

Solvency Ratios
Short Term Financial Debt-to-Total Debt Short Term Financial Debt � Total Liabilities
Short Term Debt-to-Total Debt Current Liabilities � Total Liabilities
Interest Coverage Ratio Earnings Before Interest and Tax � Interest
Debt Ratio Total Liabilities � Owners’ Equity
Leverage Ratio Total Liabilities � Total Assets
Total Financial Debt-to-Total Debt Total Financial Debt � Total Liabilities
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procedure which is similar to discriminant function analysis and
MANOVA. To begin, a matrix representing the relationships be-
tween variables is employed. Following this, the factors (linear
components) of the given matrix are calculated by determining
the eigenvalues of the matrix. The eigenvectors are calculated by
using the determined eigenvalues. Eigenvectors prove the loading
of a particular variable on a particular factor (Field, 2005).

3.2.1. Outline of PCA
Assuming that Xmxn is a data matrix, it is a dimensional vector

sample in terms of its degree of variance (a higher degree of vari-
ance indicates greater significance). PCA determines which vector
is significant in the data set. Singular value decomposition (SVD)
is employed to transform the data set Xmxn into an ordered series
of eigenvectors and eigenvalues. The covariance matrix S is ob-
tained for the given data set to produce eigenvectors. The covari-
ance matrix is defined as:

Snxn ¼
1
n

� �
XT X

where, Xmxn = Umxn SmxnVnxn
T, UTU = Imxm and VTV = Inxn (I: Identity

matrix, U and V: Orthogonal).
k1,k2, . . . ,kn are the eigenvalues of the covariance matrix and S,

k1 P k2 � � � P kn P 0 are sorted in order.
The proportion of variance between the eigenvectors and the

data set is obtained by dividing the eigenvalues to the total sum
of the eigenvalues. Eigenvectors are mutually orthogonal to the
Please cite this article in press as: Delen, D., et al. Measuring firm performance u
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exiting set of axes. It reduces the sum of squared error distance be-
tween the data points and their projections on the component axis.
Different degrees of variance are attributed to each eigenvector.
The m eigenvectors correspond to the largest m eigenvalues of S,
which represent the greatest degree of variance. The first principal
component has the highest degree of variance; the second princi-
pal component has the second highest degree of variance, and so
forth (Kantardzic, 2003).
3.2.2. EFA results
The EFA procedure started with 29 financial ratio items. The

Fixed Asset Turnover Rate, Long-term Assets Turnover Rate and
Receivable Turnover Rate were eliminated from the analysis due
to their low factor loadings. The remaining 26 items were analyzed
again, and the results obtained are presented below (Tables 2–4).
PCA with varimax orthogonal rotation was carried out to assess
the underlying dimensions of the provided items for financial ra-
tios. As a result of EFA, eleven manageable and meaningful factors
were identified.

It is crucial to determine the suitability of the data size before
factor analysis. Both the KMO (Kaiser–Meyer–Olkin Measure of
Sampling Adequacy) Index and Bartlett’s Test of Sphericity were
used to check the adequacy of sample size. The KMO index repre-
sents the ratio of the squared correlation between variables to the
squared partial correlation between variables. The values of KMO
range between 0 and 1. Any value close to 1 indicates that the pat-
terns of correlation are compact, and therefore the analysis should
sing financial ratios: A decision tree approach. Expert Systems with Applica-
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Fig. 1. Steps followed in the research methodology.
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result in distinct and reliable factors (Field, 2005). It is considered
to be an adequate sample size if the obtained KMO value lies be-
tween 0.5 and 1. According to Kaiser (1974), KMO values between
.7 and .8 are good; values between .8 and .9 are great; and values
above.9 are superb. The sample size of the data set in this study is
adequate for use in factor analysis according to KMO test results,
since the KMO Index value is 60.3% (Table 2), which is sufficient.
In addition, Bartlett’s Test of Sphericity signifies whether the R-ma-
trix is an identity matrix. It should be significant at p < 0.05, and it
determines whether the population correlation matrix resembles
an identity matrix. If there is an identity matrix, every variable cor-
relates poorly with all the other variables, which means correlation
coefficients are close to zero, leaving them perfectly independent
from each other. In factor analysis, clusters of variables that mea-
sure similar things are identified. To determine clusters, the vari-
ables should correlate. Therefore, the test provided statistical
analysis to prove that the matrix has significant correlations
among the variables (Field, 2005). Bartlett’s Test of Sphericity dem-
onstrated that it is highly significant, p < .001 (Table 2). This result
indicated that the correlation coefficient matrix was not an iden-
tity matrix. In addition, it showed that meaningful factors will be
obtained as a result of the exploratory factor analysis. Accordingly,
the data used in this study is quite sufficient for exploratory factor
analysis procedures.

The beginning of the factor extraction process is designed to
determine the linear components (eigenvectors) within the data
sets by calculating the eigenvalues of the correlation coefficient
matrix. The largest eigenvalue associated with each of the eigen-
vectors provided a single indicator of the substantive importance
of each component. Factors with relatively large eigenvalues were
retained, while those factors with relatively small eigenvalues
were omitted. SPSS uses Kaiser’s criterion of retaining factors with
eigenvalues greater than 1. Table 3 lists the eigenvalues associated
with each component (factor). There are twenty-six components,
which correlate with twenty-six eigenvectors. It is obvious that
the first eleven factors explain relatively large amounts of variance,
Please cite this article in press as: Delen, D., et al. Measuring firm performance u
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whereas the rest of the factors explain only small amounts of var-
iance. SPSS by default extracted all factors with eigenvalues greater
than 1, which left us with eleven main factors.

Table 4 shows the factor loadings together with the communal-
ities. Communality is the proportion of a common variance within
a variable. After factors are extracted, the amount of variance in
common is revealed under the communalities. In other words,
the amount of variance in each variable that could be explained
by the retained factors is represented by the communalities after
extraction (Field, 2005). Table 4 also demonstrates the factor load-
ings of each variable and its respective factor, as well as necessary
quality indicators such as eigenvalues, the proportion of explained
variance, and the cumulative explained variance. The varimax
orthogonal rotation of the factor structure clarified the matrix con-
siderably. The suppression of loadings was set to 0.4, to make it
easier to interpret the factors. Factors with more than 0.40 loadings
were retained while anything less than this value was ignored.
Based on the items loading on each factor, they were labeled as
Liquidity; Asset Structure; Asset & Equity Turnover Rate; Gross
Profit Margin; Financial Debt Ratio; Current Assets; Leverage; Net
Profit Margin; Net Working Capital Turnover Rate; Sales & Profit
Growth Rate; and Asset Growth Rate.

The twenty-six variables of exploratory factor analysis results
indicated that these factors explained 70.4% of the total variance.
The results demonstrated that 11.5% of that variance was ac-
counted for by the first factor (Liquidity) while the second (Asset
Structure) and the third factors (Asset & Equity Turnover Rate) ac-
counted for 9.6% and 9.1% respectively. The results also revealed
that more than 30% of the variance was accounted for by the first
three factors.

Factor 1: Liquidity: The liquidity factor was the most significant,
explaining 11.48% of the total variance. Three ratios: Liquidity
Ratio, Cash Ratio, and Quick Ratio were loaded under this factor.
The loaded variables were all positive, having high factor loadings
values of 0.996, 0.996 and 0.989 respectively. These ratios ranked
sing financial ratios: A decision tree approach. Expert Systems with Applica-
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Table 3
Total variance explained by initial eigen values (Factors with eigenvalue greater than
1 are in bold).

Component Total % of Variance Cumulative %

1 3.397 13.064 13.064
2 2.924 11.244 24.309
3 2.000 7.691 31.999
4 1.786 6.868 38.867
5 1.568 6.03 44.897
6 1.258 4.838 49.735
7 1.199 4.612 54.347
8 1.157 4.451 58.798
9 1.015 3.902 62.7
10 1.005 3.864 66.564
11 1.002 3.854 70.417
12 0.993 3.82 74.237
13 0.984 3.786 78.023
14 0.942 3.624 81.647
15 0.895 3.442 85.089
16 0.853 3.281 88.37
17 0.753 2.896 91.266
18 0.709 2.729 93.995
19 0.582 2.239 96.234
20 0.523 2.011 98.245
21 0.195 0.748 98.993
22 0.139 0.534 99.527
23 0.078 0.299 99.826
24 0.026 0.098 99.924
25 0.02 0.075 100
26 0 0 100
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equally at the high end of the loadings, and predicted the ability of
a firm to pay a short-term debt.

Factor 2: Asset Structure: Three ratios: Long-Term Assets-to-Total
Assets Ratio, Current Assets-to-Total Assets Ratio, and Short Term
Debt-to-Total Debt Ratio were loaded under this factor. These
ratios were named Asset Structure, comprising the second most
significant factor, and explained 9.59% of the total variance. While
the Current Assets-to-Total Assets (0.903) and Short Term Debt-to-
Total Debt (0.771) ratios were loaded positively, the Long-Term
Assets-to-Total Assets (�0.910) ratio had a negative high loading
value. This is due to the fact that the size of the Long-Term Assets
and Current Assets inversely affected each other: when the per-
centage of one was increased, the percentage of the other
decreased.

Factor 3: Asset & Equity Turnover Rate: The third factor was named
Asset & Equity Turnover Rate, and explained 9.1% of the total var-
iance. It is an equally important Asset Structure factor. Three
ratios: Asset Turnover Rate, Equity Turnover Rate, and Current
Assets Turnover Rate were loaded under this factor. The loaded val-
ues were all positive and had relatively strong values, with 0.914,
0.895, and 0.777 respectively. The Asset Turnover Rate had the
highest load. These three ratios indicate how efficiently a company
uses its assets and equity to generate sales revenues.

Factor 4: Gross Profit Margin: The fourth factor had very high load-
ings on the EBITDA (Earnings before interest, taxes, depreciation
and amortization) Margin (0.934) and the Gross Profit Margin
(0.930). Both ratios were very strong and loaded positively. This
factor was named the Gross Profit Margin, explaining 6.95% of
the variations, and contributing adequately to the overall
explained variation. While the Gross Profit Margin measures how
much a company controls its costs, the EBITDA measures how it
controls operating expenses, along with costs.

Factor 5: Financial Debt Ratio: The Short Term Financial Debt-to-
Total Debt Ratio (0.890) and the Total Financial Debt-to-Total Debt
Ratio (0.882) were loaded positively and strongly under this factor.
It was named Financial Debt Ratio and explained 6.58% of the vari-
ations. This was equally as important as the Gross Profit Margin, in
terms of explained variations. These two ratios indicated the
amount of financial debt accruing interest within a total debt. An
increase in this ratio indicates an increase in the interest burden
of the company, and, eventually, financial distress.

Factor 6: Current Assets: The sixth factor was named Current Assets,
and explained 5.29% of the variance. It had a strong negative load-
ing of Inventory-to-Current Assets (�0.726) and a strong positive
loading on the Cash and Cash Equivalents-to-Current Assets
(0.713) Ratios, while it had a weak loading on the Inventory
Turnover Rate (0.456) Financial Ratio. These ratios provided
information regarding the structure of current assets. The negative
loading of Inventory-to-Current Assets indicated the inverse
relationship with the Inventory Turnover Rate. As inventories
within Current Assets increased, the Inventory Turnover Rate
decreased.
Table 2
KMO and Bartlett’s test results.

Kaiser–Meyer–Olkin Measure of Sampling Adequacy 0.603

Bartlett’s Test of Sphericity v2 7318.782
Degree of Freedom 325
Significance 0.000
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Factor 7: Leverage: This factor explained only 4.83% of the varia-
tions, and was named Leverage. The main ratios loaded under this
factor were the Earnings Before Tax-to-Equity Ratio (0.696) and the
Debt Ratio (0.685). The Leverage Ratio (0.439) had a moderate fac-
tor loading. All of these ratios were positive.

Factor 8: Net Profit Margin: The eighth factor was named Net Profit
Margin, and explains 4.81% of the variance. It was effective as
leverage in terms of variance explanations. The Operating
Expense-to-Net Sales Ratio (0.791) had the highest positive loading
on the Net Profit Margin. The Net Profit Margin (0.770) also had a
strong positive loading value on this factor. These ratios demon-
strate the profitability of a company relative to its sales revenues.

Factor 9: Net Working Capital Turnover Rate: There were two ratios
under this factor, named Net Working Capital Turnover Rate. These
explained 3.99% of the variance. The Net Working Capital Turnover
Rate had the highest positive factor, loading with a 0.696 value,
while the Interest Coverage Ratio had a moderate negative factor,
loading with a �0.501 value. Opposite loading signs might be
attributable to the fact that as current liabilities increased, the
net working capital turnover rate increased, and this might have
decreased the Interest Coverage Ratio.

Factor 10: Sales & Profit Growth Rate: The tenth factor was named
the Sales & Profit Growth Rate. It explained only 3.92% of the var-
iance, which was weak. The Sales Growth Rate Ratio had a high
positive loading, with a factor loading of 0.736. The Net Profit
Growth Rate Ratio also had a medium positive factor loading with
a value of 0.637. The Sales & Profit Growth Rates measure the dif-
ference in sales and profits in the current year relative to the pre-
vious year.

Factor 11: Asset Growth Rate: This is the last factor. It explains 3.89%
of the variance. There was a single variable loaded under this fac-
tor, which was named Assets Growth Rate. It had a very strong
sing financial ratios: A decision tree approach. Expert Systems with Applica-
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Table 4
Varimax rotated component matrix and communalities.

Items (Financial Ratios) Components Communalities

Liquidity
(F1)

Asset
Structure
(F2)

Asset & Equity
turnover rate (F3)

Gross Profit
margin (F4)

Financial
debt ratio
(F5)

Current
assets
(F6)

Leverage
(F7)

Net profit
margin (F8)

Net working capital
turnover rate (F9)

Sales & Profit
growth rate
(F10)

Asset
growth rate
(F11)

Liquidity Ratio 0.996 .994
Cash Ratio 0.996 .994
Quick Ratio 0.989 .982
Long-term Assets-to-

Total Assets Ratio
�0.910 .875

Current Assets-to-Total
Assets Ratio

0.903 .874

Short Term Debt-to-
Total Debt

0.771 .616

Asset Turnover Rate 0.914 .886
Equity Turnover Rate 0.895 .868
Current Assets Turnover

Rate
0.777 .611

EBITDA Margin 0.934 .893
Gross Profit Margin 0.930 .897
Short Term Financial

Debt-to-Total Debt
0.890 .840

Total Financial Debt-to-
Total Debt

0.882 .847

Inventory-to-Current
Assets Ratio

�0.726 .591

Cash and Cash
Equivalents-to-
Current Assets

0.713 .643

Inventory Turnover Rate 0.456 .401
Earnings Before Tax-to-

Equity Ratio
0.696 .514

Debt Ratio 0.685 .481
Leverage Ratio 0.439 .471
Operating Expense-to-

Net Sales Ratio
0.791 .647

Net Profit Margin 0.770 .619
Net Working Capital

Turnover Rate
0.696 .514

Interest Coverage Ratio �0.501 .274
Sales Growth Rate 0.736 .609
Net Profit Growth Rate 0.637 .469
Assets Growth Rate 0.945 .899
Eigenvaluea 2.987 2.493 2.363 1.807 1.712 1.375 1.254 1.25 1.036 1.02 1.011
Variance explained (%) 11.488 9.588 9.09 6.949 6.583 5.288 4.825 4.807 3.986 3.924 3.889
Cumulative variance

explained (%)
11.488 21.077 30.167 37.116 43.699 48.986 53.811 58.619 62.605 66.529 70.417

Notes: Extraction method: principal component analysis; rotation method: Varimax with Kaiser normalization.
a Values obtained after rotation.
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positive factor loading value of 0.945. This ratio provides informa-
tion regarding the increase in assets in the current year relative to
the previous year.

3.3. Decision tree algorithms

Decision trees are commonly used methods in data mining.
There are two main types of tasks for decision trees: classification
tree analysis and regression tree analysis. Decision trees are
becoming increasingly more popular for data mining because they
are easy to understand and interpret, require little data prepara-
tion, handle numerical and categorical data, and they perform very
well with a large data set in a short time. Decision trees produce
excellent visualizations of results and their relationships. Although
there are many specific decision tree algorithms, the ID3, C4.5,
C5.0, C&RT, and CHAID and QUEST algorithms are the most com-
monly used ones.

CHAID: Chi-squared Automatic Interaction Detector (CHAID) is
an extremely effective statistical technique developed by Kass
(1980). Its main use is for segmentation, or tree growing. CHAID
is a decision tree technique based on adjusted significance test-
ing. It can be used for predictions in the same way for regres-
sion analysis and classification as well as detecting interaction
between variables. Differing from other decision tree tech-
niques, CHAID can produce more than two categories at any
level in the tree; therefore it is not a binary tree method. Its out-
put is highly visual and easy to interpret since it uses multi-way
splits by default. It creates a wider tree than the binary growing
methods. This algorithm works for any type of variable since it
accepts both case weights and frequency variables. CHAID han-
dles missing values by treating them all as a valid single
category.
C5.0: This was developed by Quinlan (1993). It offers a number
of improvements on C4.5: it is significantly faster than C4.5; it is
more memory efficient than C4.5; it creates a considerably
smaller decision tree while producing similar results; it boosts
the trees, improving them and creating more accuracy; it makes
it possible to weight different attributes and misclassification
types; as well, it automatically winnows the data to help reduce
noise. As a result, it improves the objectivity and precision of
the decision tree classification algorithm. Boosting is part of
the C5.0 decision tree algorithm as an integration technology
which improving the accuracy of classification. It also uses
pre-pruning and post-pruning methods to establish the deci-
sion tree, starting from the top level of the details. The set of
training examples is partitioned into two or more subsets,
based on the outcome of a test of the value of a single attribute.
The particular test is chosen by an information theoretic heuris-
tic that generally gives close to optimal partitioning. This is
repeated on each new subset until a subset contains only exam-
ples of a single class, or the partitioning tree has reached a pre-
determined maximum depth.
C&RT: Classification and Regression Trees were established by
Breiman, Friedman, Olshen, and Stone (1984). C&RT is a binary
decision tree algorithm capable of processing continuous or cat-
egorical predictor or target variables. It works recursively: data
is partitioned into two subsets to make the records in each sub-
set more homogeneous than in the previous subset; the two
subsets are then split again until the homogeneity criterion or
some other stopping criteria is satisfied. The same predictor
field may be used many times in the tree. The ultimate aim of
splitting is to determine the right variable associated with the
right threshold to maximize the homogeneity of the sample
subgroups. In addition, C&RT handles missing values by using
surrogate splitting to make the best use of the data. This algo-
Please cite this article in press as: Delen, D., et al. Measuring firm performance u
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rithm produces a sequence of nested pruned trees, each of
which can be optimal. The right size is determined by evalua-
tion of the predictive performance of each tree in the pruning
sequence on the independent test data or via cross-validation,
rather than using internal data (training-data-based). Selection
of the optimal tree proceeds after test-data-based evaluation.
This mechanism provides optional automatic class balancing
as well as missing value handling and allows cost-sensitive
learning.
QUEST: The Quick, Unbiased, Efficient Statistical Tree (QUEST)
algorithm is a relatively new binary-split decision tree algo-
rithm for classification and data mining (Loh & Shih, 1997). It
is similar to the C&RT algorithm (Breiman et al., 1984). How-
ever, there are some minor differences. For instance, QUEST
employs an unbiased variable selection method, uses imputa-
tion for dealing with missing values instead of surrogate splits,
and handles categorical variables with many categories. It deals
with split selection and split-point selection separately. The
univariate split performs unbiased field selection, which means
that if all the predictor fields are equally informative with
respect to the target field, it chooses any of the predictor fields
with equal probability. It produces unmanageable trees, but it
allows for applying automatic cost-complexity pruning to min-
imize their size (SPSS, 2007).

3.3.1. Decision tree comparative analysis
A total of twenty-six inputs (independent variables) and two

outputs (dependent variables) were implemented. The indepen-
dent input variables are: Liquidity Ratio; Cash Ratio; Quick Ratio;
Long-Term Assets-to-Total Assets Ratio; Current Assets-to-Total
Assets Ratio; Short Term Debt-to-Total Debt; Asset Turnover Rate;
Equity Turnover Rate; Current Assets Turnover Rate; EBITDA Mar-
gin; Gross Profit Margin; Short term Financial Debt-to-Total Debt;
Total Financial Debt-to-Total Debt; Inventory-to-Current Assets
Ratio; Cash and Cash Equivalents-to-Current Assets; Inventory
Turnover Rate; Earnings Before Tax-to-Equity Ratio; Debt Ratio;
Leverage Ratio; Operating Expense-to-Net Sales Ratio; Net Profit
Margin; Net Working Capital Turnover Rate; Interest Coverage Ra-
tio; Sales Growth Rate; Net Profit Growth Rate; and Assets Growth
Rate. The dependent variables as outputs are Return On Equity
(ROE) and Return On Assets (ROA); they were entered into the
models as binary variables. These output variables represent the
financial performance of companies. Central tendency measure
(median) values for return on equity and return on assets were
employed as a split criterion: the class with a performance score
above the median values was rated as successful and the class with
a performance score below the median values was rated as unsuc-
cessful. Therefore, the binary variables as a performance measure of
each company were identified as either successful or unsuccessful.

The performance of models used in binary (two-groups) is often
measured by using a confusion matrix (Table 5). A confusion ma-
trix contains valuable information about the actual and predicted
classifications created by the classification model (Kohavi &
Provost, 1998). For purposes of this study, we used well-known
performance measures such as overall accuracy, AUC (Area Under
ROC Curve), Recall and F-measure. All of these measures were
used to evaluate each model in the study, after which the models
were compared on the basis of the proposed performance
measurements.

3.3.2. List of performance measures

Overall Accuracy (AC): Accuracy is defined as the percentage of
records that are correctly predicted by the model. It is also
defined as being the ratio of correctly predicted cases to the
total number of cases.
sing financial ratios: A decision tree approach. Expert Systems with Applica-
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Table 5
Confusion matrix for financial performance of firms.

Predicted

Actual Unsuccessful Successful

Unsuccessful True Negative False Positive
Successful False Negative True Positive

Table 6
Prediction results for return on equity.

Model
typea

Accuracy
(AC)

Sensitivity/True Positive
Rate/Recall (TP)

Specificity/True Negative
Rate (TN)

False
rate

CHAID 0.932 0.964 0.869 0.13
C5.0 0.926 0.941 0.896 0.10
C&RT 0.882 0.897 0.853 0.14
QUEST 0.835 0.826 0.853 0.14

a Acronyms for model types: CHAID: Chi-squared Automatic Interaction Detector; C&RT: C
Tree; C5.0: Extension of C4.5 and ID3 decision tree algorithms.

Table 7
Confusion (coincidence) matrices of each decision tree model based on test data set (output v

Model type Unsuccessful (0) Successful (1)

C5.0 Unsuccessful (0) 225 26 Co
Successful (1) 29 465 W
Sum 254 491

C&RT Unsuccessful (0) 214 37 Co
Successful (1) 51 443 W
Sum 265 480

QUEST Unsuccessful (0) 214 37 Co
Successful (1) 86 408 W
Sum 300 445

CHAID Unsuccessful (0) 218 33 Co
Successful (1) 18 476 W
Sum 236 509

Table 9
Confusion (coincidence) matrices of each decision tree model based on test data set (output v

Model type Unsuccessful (0) Successful (1)

C5.0 Unsuccessful (0) 220 52 Co
Successful (1) 22 451 W
Sum 242 503

C&RT Unsuccessful (0) 201 71 Co
Successful (1) 35 438 W
Sum 236 509

QUEST Unsuccessful (0) 126 146 Co
Successful (1) 54 419 W
Sum 180 565

CHAID Unsuccessful (0) 234 38 Co
Successful (1) 21 452 W
Sum 255 490

Table 8
Prediction results for Return on Assets.

Model
type

Accuracy
(AC)

Sensitivity/True Positive
Rate/Recall (TP)

Specificity/True Negative
Rate (TN)

False
Rate

CHAID 0.921 0.956 0.860 0.140
C5.0 0.901 0.953 0.809 0.191
C&RT 0.858 0.926 0.739 0.261
QUEST 0.732 0.886 0.463 0.537
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Accuracy ¼ TP þ TN
TP þ TN þ FP þ FN

Precision: Precision is defined as the ratio of the number of True
Positive (correctly predicted cases) to the sum of the True Posi-
tive and the False Positive.
Recall: Recall is also known as the Sensitivity or True Positive
rate. It is defined as the ratio of the True Positive (the number
of correctly predicted cases) to the sum of the True Positive
and the False Negative.
Positive
(FP)

False Negative
Rate (FN)

Precision
(P)

F-
Measure

Area Under Curve
(AUC)

1 0.036 0.935 0.949 0.975
4 0.059 0.947 0.944 0.940
7 0.103 0.923 0.910 0.933
7 0.174 0.917 0.869 0.912

lassification and Regression Trees; QUEST: Quick, Unbiased, Efficient Statistical

ariable: Return on Equity).

Overall accuracy (%) Per-class accuracy (%)

rrect 690 92.62 88.58
rong 55 7.38 94.70

745

rrect 657 88.19 80.75
rong 88 11.81 92.29

745

rrect 622 83.49 71.33
rong 123 16.51 91.69

745

rrect 694 93.15 92.37
rong 51 6.85 93.52

745

ariable: Return on Assets).

Overall Accuracy (%) Per Class Accuracy (%)

rrect 690 92.62 90.91
rong 55 7.38 89.66

745

rrect 657 88.19 85.17
rong 88 11.81 86.05

745

rrect 622 83.49 70.00
rong 123 16.51 74.16

745

rrect 694 93.15 91.76
rong 51 6.85 92.24

745

Positive
(FP)

False Negative
Rate (FN)

Precision
(P)

F-
Measure

Area Under Curve
(AUC)

0.044 0.922 0.939 0.970
0.047 0.897 0.924 0.921
0.074 0.861 0.892 0.854
0.114 0.742 0.807 0.729
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Fig. 2. Evaluation of Testing Data Set (Gain Chart) for Return on Equity.

Fig. 3. Evaluation of Testing Data Set (Gain Chart) for Return on Assets.
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F-Measure: F-measures take the harmonic mean of the Preci-
sion and Recall Performance measures. Therefore, it takes into
consideration both the Precision and the Recall Performance
as being important measurement tools for these calculations
(Witten & Frank, 2005).

F �measure ¼ 2� Precision� Recall
Precisionþ Recall

Specificity: This is also known as the True Negative Rate (TN). It
is defined as the ratio of the number of the True Negative to the
sum of the True Negative and the False Positive.

3.3.3. Decision Tree Analysis Results
In this study, decision tree algorithms were used to identify the

best performing classification models. Four types of decision tree
algorithms were employed: CHAID; C&RT; C5.0; and QUEST. These
Please cite this article in press as: Delen, D., et al. Measuring firm performance u
tions (2013), http://dx.doi.org/10.1016/j.eswa.2013.01.012
algorithms were tested for return on equity and for return on as-
sets using holdout samples. To determine how well our models
worked with data in the real world, we held back a subset of re-
cords for testing and validation purposes. Therefore, the data set
was split for training and testing. 70% of the data was used for
training to generate the model, and 30% was used to test it. For per-
formance analysis, the test data sets were used for assessment.

Analysis results were examined in two sections. In the first part
of the analysis, the Return on Equity (ROE) Ratio was a dependent
variable (Tables 6 and 7) while the Return on Assets (ROA) was a
dependent variable in the second section of the analysis (Tables
8 and 9).

3.3.3.1. Examining the Results for the Dependent Variable, Return on
Equity (ROE). According to the overall accuracy rate, the CHAID
model demonstrated the highest performance level (93.2%) and
sing financial ratios: A decision tree approach. Expert Systems with Applica-
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Table 10
Aggregated variable importance values of financial ratios for Return on Equity.

Financial ratios Decision tree model types

CHAID C5.0 C&RT QUEST V (Fused)

Asset Turnover Rate (F3) 0.0000 0.0000 0.0444 0.0409 0.0820
Assets Growth Rate (F11) 0.0006 0.0000 0.0368 0.0409 0.0752
Cash & Cash Equivalents-to-Current Assets (F6) 0.0000 0.0000 0.0000 0.0409 0.0382
Cash Ratio (F1) 0.0000 0.0000 0.0444 0.0409 0.0820
Current Assets Turnover Rate (F3) 0.0000 0.0000 0.0444 0.0409 0.0820
Current Assets-to-Total Assets Ratio (F2) 0.0000 0.0000 0.0000 0.0409 0.0382
Debt Ratio (F7) 0.0000 0.0000 0.0444 0.0409 0.0820
Earnings Before Tax-to-Equity Ratio (F7) 1.0000 1.0000 1.0000 1.0000 4.0000
EBITDA Margin (F4) 0.0000 0.0145 0.0000 0.0409 0.0532
Equity Turnover Rate (F3) 0.0000 0.0210 0.0000 0.0409 0.0599
Gross Profit Margin (F4) 0.0000 0.0000 0.0000 0.0409 0.0382
Interest Coverage Ratio (F9) 0.0000 0.0000 0.0444 0.0507 0.0912
Inventory Turnover Rate (F6) 0.0000 0.0000 0.0444 0.0409 0.0820
Inventory-to-Current Assets Ratio (F6) 0.0031 0.0000 0.0444 0.0409 0.0852
Leverage Ratio (F7) 0.0072 0.0384 0.0444 0.1794 0.2588
Liquidity Ratio (F1) 0.0000 0.0000 0.0075 0.0409 0.0456
Long-term Assets-to-Total Assets Ratio (F2) 0.0000 0.0000 0.0000 0.0409 0.0382
Net Profit Growth Rate (F10) 0.0000 0.0066 0.0444 0.0000 0.0507
Net Profit Margin (F8) 0.2144 0.1214 0.0444 0.1237 0.5088
Net Working Capital Turnover Rate (F9) 0.0000 0.0000 0.0444 0.0409 0.0820
Operating Expense-to-Net Sales Ratio (F8) 0.0000 0.0455 0.0000 0.0000 0.0471
Quick Ratio (F1) 0.0000 0.0085 0.0444 0.0428 0.0926
Sales Growth Rate (F10) 0.0000 0.0000 0.0891 0.0409 0.1262
Short Term Debt-to-Total Debt (F2) 0.0000 0.0468 0.0000 0.0409 0.0867
Short term Financial Debt-to-Total Debt (F5) 0.0000 0.0000 0.0444 0.0409 0.0820
Total Financial Debt-to-Total Debt (F5) 0.0000 0.0000 0.0444 0.0409 0.0820

Table 11
Aggregates variable importance values of financial ratios for Return on Assets.

Financial ratios Decision tree model types

CHAID C5.0 C&RT QUEST V (Fused)

Asset Turnover Rate (F3) 0.0175 0.3446 0.0531 0.1208 0.5400
Assets Growth Rate (F11) 0.0000 0.0000 0.0531 0.2626 0.2787
Cash and Cash Equivalents-to-Current Assets (F6) 0.0180 0.0000 0.0000 0.2626 0.2447
Cash Ratio (F1) 0.0000 0.0000 0.0531 0.2626 0.2787
Current Assets Turnover Rate (F3) 0.0000 0.0000 0.0531 0.0000 0.0535
Current Assets-to-Total Assets Ratio (F2) 0.0000 0.0289 0.0531 0.0000 0.0840
Debt Ratio (F7) 0.3408 0.3337 0.1800 0.2626 1.1269
Earnings Before Tax-to-Equity Ratio (F7) 1.0000 1.0000 1.0000 1.0000 4.0000
EBITDA Margin (F4) 0.0000 0.0414 0.0531 0.2626 0.3224
Equity Turnover Rate (F3) 0.0000 0.0000 0.1008 0.2626 0.3266
Gross Profit Margin (F4) 0.0000 0.0000 0.0000 0.0000 0.0000
Interest Coverage Ratio (F9) 0.0180 0.0000 0.2156 0.0203 0.2538
Inventory Turnover Rate (F6) 0.0000 0.0199 0.0531 0.2626 0.2997
Inventory-to-Current Assets Ratio (F6) 0.0000 0.0000 0.0531 0.2626 0.2787
Leverage Ratio (F7) 0.0110 0.0000 0.0531 0.2626 0.2906
Liquidity Ratio (F1) 0.0000 0.0496 0.0000 0.2626 0.2777
Long-term Assets-to-Total Assets Ratio (F2) 0.0000 0.0570 0.0531 0.0412 0.1491
Net Profit Growth Rate (F10) 0.0000 0.0345 0.0531 0.2626 0.3151
Net Profit Margin (F8) 0.2129 0.7175 0.2123 0.2626 1.4267
Net Working Capital Turnover Rate (F9) 0.0000 0.0000 0.0531 0.2626 0.2787
Operating Expense-to-Net Sales Ratio (F8) 0.0000 0.0257 0.0531 0.0000 0.0806
Quick Ratio (F1) 0.0000 0.0000 0.0000 0.2626 0.2253
Sales Growth Rate (F10) 0.0000 0.0000 0.0000 0.0000 0.0000
Short Term Debt-to-Total Debt (F2) 0.0180 0.0000 0.0000 0.2626 0.2447
Short Term Financial Debt-to-Total Debt (F5) 0.0000 0.0000 0.0531 0.2626 0.2787
Total Financial Debt-to-Total Debt (F5) 0.0313 0.0000 0.0531 0.2626 0.3126
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the C5.0 model had the second highest performance measurement
(92.6%). Even though the C&RT and the QUEST models did not per-
form as well as the CHAID and the C5.0, they still produced a con-
siderably high overall prediction rate of 88.2% and 83.5%
respectively. The CHAID decision tree model significantly outper-
formed in terms of AUC, F-measure, and sensitivity performance
measurements. However, the C5.0 decision tree model also re-
vealed high performance in terms of specificity and precision
Please cite this article in press as: Delen, D., et al. Measuring firm performance u
tions (2013), http://dx.doi.org/10.1016/j.eswa.2013.01.012
performance measurements; at the same time, these measures
are not significantly higher than the other models’ performances
(Table 6).

Prediction accuracy for the Successful class was significantly
higher than the prediction accuracy of the Unsuccessful class in
all four decision tree models (Table 7). The coincidence matrix
showed that all the decision tree models predicted the Successful
companies in terms of ROE with better than 90% accuracy while
sing financial ratios: A decision tree approach. Expert Systems with Applica-
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Fig. 4. Representation of sensitivity analysis result for Return on Equity (ROE).
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the CHAID, C5.0 and C&RT DT models also revealed successful pre-
diction results on predicting Unsuccessful companies in terms of
ROE, with almost 92%, 89%, and 81% respectively (Table 7).

3.3.3.2. Examining the Results for the Dependent Variable, Return on
Equity (ROE). The results obtained by investigating the Return on
Equity (ROE) dependent variable revealed that the CHAID model
performed significantly better than the other decision tree models
with a 92.1% overall accuracy rate, a 95.6% sensitivity rate, an 86%
specificity rate, a 92.2% precision rate, a 93.9% F-measure, and a
97% AUC rate. The C5.0 model’s performance measure was second
best, with a 90.1% accuracy rate. The C&RT and the QUEST models
demonstrated lower accuracy rates with 85.6% and 73.2% overall
accuracy rates respectively. The CHAID and the C5.0 powerful deci-
sion tree models consistently revealed significant performance
measures in terms of sensitivity specificity, precision F-measure
and AUC (Table 8). As well, the CHAID and the C5.0 models demon-
strated strong performance measures when investigating the ROE
output variable as well.
Please cite this article in press as: Delen, D., et al. Measuring firm performance u
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For ROA, the coincidence matrix results revealed valuable
information. Prediction accuracy for the Successful case was
higher in the CHAID, C&RT and QUEST models than for the
Unsuccessful case. The CHAID model predicted Successful compa-
nies in terms of ROA with better than 92% accuracy, while pre-
dicting Unsuccessful companies with almost 92% accuracy. In
comparison, the C5.0 model predicted Unsuccessful companies
with almost 91% accuracy, while predicting Successful firms –
in terms of ROA – with almost 90% accuracy rate. The C&RT
and QUEST models predicted Successful and Unsuccessful compa-
nies with almost 86% accuracy and over 70% accuracy respec-
tively (Table 9).

3.3.3.3. Graphical representation of performance measures by using
gain charts. Gains are defined as the proportion of total hits that
occur in each quantile; they are computed as the (number of hits
in quantile/ total number of hits) � 100%. The Gain Charts rise stee-
ply towards 100% and then level off in a good model (SPSS, 2007).
The graphical representation of performance measures for each
sing financial ratios: A decision tree approach. Expert Systems with Applica-
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Fig. 5. Representation of sensitivity analysis result for Return on Assets (ROA).
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decision tree model is shown in Figs. 2 and 3 as Gain Charts. In both
experiments (ROE and ROA as output variables), the CHAID model
demonstrated very good performance in many quantiles while the
C5.0 revealed equally as good a performance as the CHAID model.
The curves for the best performing model started at 0% and in-
creased steeply towards 100% from left to right.

3.3.4. Variable assessment (sensitivity analysis)
Variable importance is a sensitivity analysis technique, aiming

to find the relative importance of independent variables as they re-
late to output variables (Delen, Oztekin, & Tomak, 2012). It assesses
Please cite this article in press as: Delen, D., et al. Measuring firm performance u
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modeling efforts on either the most important variables or the
least important variables by indicating the relative importance of
each variable. The decision tree models used in this study pro-
duced an appropriate measure of importance and were displayed
in tabular form (Tables 10 and 11). They were used to focus on
the more important variables and to ignore or drop the least
important ones. They are related to the importance of each variable
in making a prediction, not whether the prediction is accurate
(SPSS, 2007). The variance of predictive error is arrived at by drop-
ping one predictor variable at a time, and observing the perfor-
mance of the remainder. A variable is considered more important
sing financial ratios: A decision tree approach. Expert Systems with Applica-
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than another if it increases the variance, compared to the complete
model containing all the variables.

Each decision tree model generated variable importance scores
for each independent variable. The combination of these prediction
models is called information fusion-based sensitivity analysis, and
is recommended because it produces accurate, robust models (Ful-
ler, Biros, & Delen, 2011). Each of the four decision tree models pro-
duced a different sensitivity analysis (variable importance) result.
An information fusion-based sensitivity analysis was performed.
The relative variable importance score produced by each decision
tree model was normalized by using Eq. (1) below. They were then
aggregated into a single tabular form for ROE (Table 10) and ROA
(Table 11) dependent variables. The normalized variable impor-
tance scores were then combined by using Eq. (2) below (Delen
et al., 2012). The normalized score of each independent variable
was multiplied by the normalized weight value for each decision
tree model and finally, these multiplied scores were added to-
gether to find a single combined (fused) relative importance value
for each variable.

Vnew ¼
V � Vmin

Vmax � Vmin
ð1Þ

VnðfusedÞ ¼ w1V1n þw2V2n þ � � � þwmVmn ð2Þ

V: represents the relative variable importance score that was
initially produced by the model. More details about this formu-
lation can be studied in Saltelli (2002).
wi: normalized weight values for each model. This represents
the importance of models and is proportional to their predictive
powers.
m: represents the number of prediction models (m = 4 in this
study)
n: represents the number of variables (n = 26 variables in this
study)

These fused sensitivity scores were presented as charts (Figs. 4
and 5) which illustrate the relative importance of the independent
variables from the highest (most important) to the lowest (least
important) for the ROE and ROA dependent variables respectively.
The y-axis shows financial ratios while x-axis shows the variable
importance score for each ratio.

3.3.5. Determining the most important financial ratio variables
To discover the impact of financial ratios on a company’s perfor-

mance (ROE and ROA), the degree of variable importance for each
decision tree model was evaluated and presented in tabular and
graphical forms. This provided valuable information for identifying
the most important financial ratios upon which to focus in order to
improve company performance. According to Table 10, the Earn-
ings Before Tax-to-Equity Ratio was the leading financial ratio in
every DT model while the Net Profit Margin was the next most
important ratio for ROE in the CHAID, C5.0 and QUEST decision tree
models. The Sales Growth Rate Financial Ratio was the third most
important ratio in the C&RT model. The relative variable impor-
tance levels were different in each of the four models; however,
we focused on the combined scores after the sensitivity analysis.
The fused values demonstrated more robust results: The Earnings
Before Tax-to-Equity Ratio, Net Profit Margin and Leverage, Ratios
were the leading variables for ROE (Fig. 4).

Table 11 represents the list of ratios and their corresponding
variable importance levels for ROA. As shown in the performance
analysis of DT models, CHAID performed best, and C5.0 was the
next best. According to the CHAID model, the Earnings Before
Tax-to-Equity Ratio was the single most important ratio, the Debt
ratio was second best, and the Net Profit Margin was the third most
important ratio for the ROA. Aside from these three ratios, the
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Assets Turnover Rate was the leading ratio in the C5.0 model,
and the Interest Coverage Ratio was the fourth most important fac-
tor in the C&RT model. Overall, the Earnings Before Tax-to-Equity
Ratio, the Net Profit Margin and the Debt Ratio were the leading
ratios for ROA in all DT models, as well as in the combination of
these models (Fig. 5).
4. Discussion and conclusion

In this study we used decision tree analysis to evaluate the
financial performance of Turkish companies listed on the Istanbul
Stock Exchange. The dependent variables were Return on Equity
(ROE) and Return on Assets (ROA). First, using already published lit-
erature on the topic, we identified and collected most commonly
cited financial ratios that were presumed to have had significant
impact on ROE and ROA. Then, using EFA, we validated the under-
lying dimensions (concepts, or aggregate measures) of those finan-
cial ratios.

For the prediction models, we utilized four popular decision
tree algorithms, and compared them to each other using several
performance measurements. The best performed decision tree
models (in terms of several performance measures) were deter-
mined using a hold-out sample dataset. Once the prediction mod-
els are developed, using information fusion-based sensitivity
analysis on these four types of decision tree models, we deter-
mined the ranked importance of financial rations. The variable
importance measures are then combined and presented in both
tabular and graphical formats.

The result obtained using ROE as the dependent variable indi-
cated that the most important financial ratios are the Earnings Be-
fore Tax-to-Equity Ratio, the Net Profit Margin, the Leverage Ratio,
and the Sales Growth Ratio, respectively. These variables had the
highest impact on predicting ROE. It is noteworthy that the Earn-
ings Before Tax-to-Equity Ratio was the most important factor in
each of the four DT models. Also, the Net Profit Margin emerged
as the second most important ratio among three (CHAID, C5.0,
and Quest) of the four DT models.

The findings for the models where ROA was used as the depen-
dent variable indicated that the most important financial ratios
were the Earnings before Tax-to-Equity Ratio, the Net Profit Margin,
the Debt Ratio, and the Asset Turnover Ratio, respectively, which
had the highest impact on predicting ROA. Result also indicated
that, the Earnings before Tax-to-Equity Ratio, the Net Profit Margin
and the Debt Ratio were the most important ratios in each of the
four DT models.

We also compared the DT models sensitivity analysis results to
those of the EFA measures obtained while validating the financial
dimensions. The most important ratios determined in DT models
corresponds to the Leverage and Profit Margin dimensions, which
were the 7th and 8th factors identified in the EFA findings. As
can be seen, EFA results and DT findings strongly aggress with
one another in identifying the factors and dimensions that are re-
lated to firm performance, which were represented as ROE and
ROA.

Overall, these results may have important implications for com-
panies. In this analysis, we attempted to determine which financial
ratios impact company performance the most. According to our
findings, two profitability ratios (i.e., Earnings Before Tax-to-Equity
Ratio and Net Profit Margin) impact company performance the
most. These ratios are also the measurements of profitability, rela-
tive to equity and sales respectively. These ratios indicate the po-
tential ability of a company to control their costs and expenses.
The higher these ratios, the more successfully the firm can control
its costs and expenses, and by doing so improve its performance
(represented as ROE and ROA ). The Leverage and Debt Ratios were
sing financial ratios: A decision tree approach. Expert Systems with Applica-
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found to impact company performance as well. Debt is a source of
financing, other than equity. If a firm invests funds obtained
through debt appropriately in profitable operations, it will in all
likelihood have a higher performance. Lastly, the Sales Growth
and Asset Turnover Rate indicate the ability of a company to gen-
erate sales. Therefore, a company requires high sales performance
in order to increase overall performance. Finally, our findings cor-
roborate the Dupont analysis, which decomposes ROE into the
three multiplicative ratios of Profit Margin, Asset Turnover, and
Leverage.
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