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Chapter 12: Logistic Regression for Classification and Prediction
Application Areas
Like Discriminant Analysis, Logistic Regression is used to distinguish between two or more groups. While either technique can be used for such applications, Logistic Regression is generally preferred when there are only two categories of the dependent variable, while Discriminant Analysis is the method of choice when there are more than two. Typical application areas are cases where one wishes to predict the likelihood of an entity belonging to one group or another, such as in response to a marketing effort (likelihood of purchase/non-purchase), creditworthiness (high/low risk of default), insurance (high/low risk of accident claim), medicine (high/low risk of some ailment like heart attack), sports (likelihood of victory/loss).

Methods
Unlike Multiple Linear Regression or Linear Discriminant Analysis, Logistic Regression fits an S-shaped curve to the data. To visualize this graphically, consider a simple case with only one independent variable, as in figure 1 below:
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Figure 1: A Linear model vs Logistic Regression (S-curve on the right).

This curved relationship ensures two things – first, that the predicted values are always between 0 and 1, and secondly, that the predicted values correspond to the probability of Y being 1, or Male, in the above example. (Note that the two values of the dependent variable Y are coded as 0 and 1).  

To achieve this, a regression is first performed with a transformed value of Y, called the Logit function. The equation (shown below for two independent variables) is:

Logit(Y) = ln(odds) = b0 + b1x1 + b2x2  



(12.1)
Where odds refers to the odds of Y being equal to 1. To understand the difference between odds and probabilities, consider the following example: 

When a coin is tossed, the probability of Heads showing up is 0.5, but the odds of belonging to the group “Heads” are 1.0. Odds are defined as the probability of belonging to one group divided by the probability of belonging to the other. 

odds = p/(1-p) 







(12.2)

For the coin toss example, odds = 0.5/0.5 = 1.


The above can be rewritten in terms of probability p as:


p = odds/(1+odds)






(12.3)

Substitute the values for a coin toss to convince yourself that this makes sense. 

Now going back to equation 12.1, we see that the right hand side is a linear function like regression that does not guarantee values between 0 and 1. We can take the exponent of each side of the equation to get


e ln(odds) =  odds = e (b0 +b1x1 +b2x2)




(12.4)

Dividing both sides of equation 12.4 by (1+odds) gives us


odds / (1+odds) = e (b0 +b1x1 +b2x2)/ (1 + e (b0 +b1x1 +b2x2) )

(12.5)

From equations 12.3 and 12.5, we see that 

p = [e (b0 +b1x1 +b2x2)] / [1 + e (b0 +b1x1 +b2x2)]



(12.6)

This equation yields p, the probability of belonging to a group (Y=1) rather than the log of the odds of the same. SPSS will automatically compute the coefficients b1 and b2 for the regression shown in equation 12.1. We can then compute the probabilities of belonging to group 1 by using the above transformation. It should be fairly easy to see that the right hand side of equation 12.6 can only yield values that are between 0 and 1. 

The Algorithm
While Linear models use the Ordinary Least Squares (OLS) estimation of coefficients, Logistic regression uses the Maximum Likelihood Estimation (MLE) technique. In other words, it tries to estimate the odds that the dependent variable values can be predicted using the independent variable values. This is done by starting out with a random set of coefficients, and then iteratively improving them based on improvements to the log likelihood measure. After a few iterations, the process stops when further improvement is insignificant, based on some predetermined criteria.

Logistic Regression vs Linear Discriminant Analysis
In terms of predicting power, there is a debate over which technique performs better, and there is no clear winner. As stated before, the general view is that Logistic Regression is preferred for binomial dependent variables, while discriminant is better when there are more than 2 values of the dependent. 

However, there is a practical advantage to Logistic Regression. An organization such as a credit card lender typically has several models of this type (with binary dependents) to predict various aspects of a customers’ behavior. For instance, each month it may evaluate all its customers to see how likely they are to become delinquent in the near future. They may have another model to predict the likelihood of a customer leaving them to switch to a competitor, and yet another to predict the ones most likely to purchase additional financial products. If each of these models is built using Logistic regression, then all the different scores that a customer receives on these models can be interpreted the same way. For instance, a score of 0.75 on any of the models means the same thing – it implies a 75% chance that the customer will belong to the group with value 1 (as opposed to 0) for that model. From a manager’s point of view, this is much easier to deal with. With discriminant analysis, two different models that both yield the same score can mean different things. A score of .75 may be a “good” score on one model, and a “bad” one on another.

Mathematically too, Logistic Regression is less encumbered by the assumptions of Discriminant Analysis. The independent variables in Logistic Regression may be anything from Nominal to Ratio scaled, and there are no distribution assumptions.

SPSS Commands
1. Click on Analyze, Regression, Binary Logistic.

2. Select the dependent variable, independent variables (covariates), and method (The Enter Method is preferred, where you choose to enter all the independent variables in the model. For small sample sizes, the stepwise procedure will tend to throw out most variables, since the statistical tests like Wald’s will find them insignificant. 

3. Click on SAVE, and select Probabilities and Group Membership, then choose Continue.

4. Click on OPTIONS, and select the statistics (like the Hosmer Lemeshow test) and plots you wish to see.

 Case Study on Logistic Regression
A pharmaceutical firm that developed a particular drug for women wants to understand the characteristics that cause some of them to have an adverse reaction to a particular drug . They collect data on 15 women who had such a reaction, and 15 who did not. The variables measured are:

1. Systolic Blood Pressure

2. Cholesterol Level

3. Age of the person

4. Whether or not the woman was pregnant (1 = yes).

The dependent variable indicates if there was an adverse reaction (1 = yes).

Table 1: Raw Data
	BP
	Cholesterol
	Age
	Pregnant
	DrugReaction

	     100
	     150
	      20
	       0
	       0

	     120
	     160
	      16
	       0
	       0

	     110
	     150
	      18
	       0
	       0

	     100
	     175
	      25
	       0
	       0

	      95
	     250
	      36
	       0
	       0

	     110
	     200
	      56
	       0
	       0

	     120
	     180
	      59
	       0
	       0

	     150
	     175
	      45
	       0
	       0

	     160
	     185
	      40
	       0
	       0

	     125
	     195
	      20
	       1
	       0

	     135
	     190
	      18
	       1
	       0

	     165
	     200
	      25
	       1
	       0

	     145
	     175
	      30
	       1
	       0

	     120
	     180
	      28
	       1
	       0

	     100
	     180
	      21
	       1
	       0

	     100
	     160
	      19
	       1
	       1

	      95
	     250
	      18
	       1
	       1

	     120
	     200
	      30
	       1
	       1

	     125
	     240
	      29
	       1
	       1

	     130
	     172
	      30
	       1
	       1

	     120
	     130
	      35
	       1
	       1

	     120
	     140
	      38
	       1
	       1

	     125
	     160
	      32
	       1
	       1

	     115
	     185
	      40
	       1
	       1

	     150
	     195
	      65
	       0
	       1

	     130
	     175
	      72
	       0
	       1

	     170
	     200
	      56
	       0
	       1

	     145
	     210
	      58
	       0
	       1

	     180
	     200
	      81
	       0
	       1

	     140
	     190
	      73
	       0
	       1


SPSS Output
Table 2: Model Summary
	Step
	-2 Log likelihood
	Cox & Snell R Square
	Nagelkerke R Square

	1
	21.841(a)
	.482
	.643


Estimation terminated at iteration number 7 because parameter estimates changed by less than .001.
Table 3: Hosmer and Lemeshow Test
	Step
	Chi-square
	df
	Sig.

	1
	4.412
	8
	.818


The lack of significance of the Chi-Squared test indicates that the model is a good fit. 
Table 4: Classification Table
	 
	Observed
	Predicted

	 
	DrugReaction
	Percentage Correct

	 
	0
	1
	 

	Step 1
	DrugReaction
	0
	11
	4
	73.3

	 
	 
	1
	2
	13
	86.7

	 
	Overall Percentage
	 
	 
	80.0


 The cut value is .500
The classification table shows that the model makes a correct prediction 80% of the time overall. Of the 15 women with no reaction, the model correctly identified 11 of them as not likely to have one. Similarly, of the 15 who did have a reaction, the model correctly identifies 13 as likely to have one.

Table 5: Variables in the Equation
	 
	B
	S.E.
	Wald
	df
	Sig.
	Exp(B)

	Step 1(a)
	BP
	-.018
	.027
	.463
	1
	.496
	.982

	 
	Cholesterol
	.027
	.025
	1.182
	1
	.277
	1.027

	 
	Age
	.265
	.114
	5.404
	1
	.020
	1.304

	 
	Pregnant
	8.501
	3.884
	4.790
	1
	.029
	4918.147

	 
	Constant
	-17.874
	10.158
	3.096
	1
	.078
	.000


Variable(s) entered on step 1: BP, Cholesterol, Age, Pregnant.
Since BP and Cholesterol show up as not significant, one can try to run the regression again without those variables to see how it impacts the prediction accuracy. Since the sample size is low, one cannot assume that they are insignificant. Wald’s test is best suited to large sample sizes. 

The prediction equation is:

Log (odds of a reaction to drug) = -17.874 – 0.018 (BP) + 0.027 (Cholesterol) + 0.265 (Age) + 8.501 (Pregnant). 

As with any regression, the positive coefficients indicate a positive relationship with the dependent variable.

Table 6: Predicted Probabilities and Classification

	BP
	Cholesterol
	Age
	Pregnant
	DrugReaction
	Pred_Prob
	Pred_Class

	     100
	     150
	      20
	       0
	       0
	     .00003
	       0

	     120
	     160
	      16
	       0
	       0
	     .00001
	       0

	     110
	     150
	      18
	       0
	       0
	     .00002
	       0

	     100
	     175
	      25
	       0
	       0
	     .00023
	       0

	      95
	     250
	      36
	       0
	       0
	     .03352
	       0

	     110
	     200
	      56
	       0
	       0
	     .58319
	       1

	     120
	     180
	      59
	       0
	       0
	     .60219
	       1

	     150
	     175
	      45
	       0
	       0
	     .01829
	       0

	     160
	     185
	      40
	       0
	       0
	     .00535
	       0

	     125
	     195
	      20
	       1
	       0
	     .24475
	       0

	     135
	     190
	      18
	       1
	       0
	     .12197
	       0

	     165
	     200
	      25
	       1
	       0
	     .40238
	       0

	     145
	     175
	      30
	       1
	       0
	     .65193
	       1

	     120
	     180
	      28
	       1
	       0
	     .66520
	       1

	     100
	     180
	      21
	       1
	       0
	     .30860
	       0

	     100
	     160
	      19
	       1
	       1
	     .13323
	       0

	      95
	     250
	      18
	       1
	       1
	     .58936
	       1

	     120
	     200
	      30
	       1
	       1
	     .85228
	       1

	     125
	     240
	      29
	       1
	       1
	     .92175
	       1

	     130
	     172
	      30
	       1
	       1
	     .69443
	       1

	     120
	     130
	      35
	       1
	       1
	     .76972
	       1

	     120
	     140
	      38
	       1
	       1
	     .90642
	       1

	     125
	     160
	      32
	       1
	       1
	     .75435
	       1

	     115
	     185
	      40
	       1
	       1
	     .98365
	       1

	     150
	     195
	      65
	       0
	       1
	     .86545
	       1

	     130
	     175
	      72
	       0
	       1
	     .97205
	       1

	     170
	     200
	      56
	       0
	       1
	     .31892
	       0

	     145
	     210
	      58
	       0
	       1
	     .62148
	       1

	     180
	     200
	      81
	       0
	       1
	     .99665
	       1

	     140
	     190
	      73
	       0
	       1
	     .98260
	       1


The table above shows the predicted probabilities of an adverse reaction, and the classification of each into group 0 or 1 on the basis of that probability, using 0.5 as the cutoff score.
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