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QUANTITATIVE ANALYSIS OF LITERARY STYLES

ROGER D. PENG AND NICOLAS HENGARTNER

Abstract. In this paper we use canonical discriminant analysis and principal

component analysis to analyze literary styles and distinguish authorship. The

use of these techniques in conjunction with statistical graphics reduces the

need for imposing unrealistic distributional assumptions on the data while

still retaining the ability to separate works into authorship groups. We use

counts of function words as our units of analysis and find this approach to be

effective.

1. Introduction

The analysis of literary style is a field with many opportunities for statisticians.

The increasing amount of data available allows for the testing and application

of various statistical techniques. Since the problems involved in analyzing literary

style are inherently multivariate, classical techniques such as canonical discriminant

analysis and principal component analysis can be used. Although it is impossible

to identify all of the different factors that go into the writing of a piece of literature,

one goal is to find a small set of variables which accurately summarize an author’s

writing style. Using these variables, we might be able to determine a “fingerprint”

for an author that would be useful for discrimination.

Naturally, we are faced with all of the same challenges that any other multi-

variate analysis problem poses. We need tools to help us visualize and make sense

of the data. The purpose of this paper is to evaluate the ability of a technique

such as canonical discriminant analysis (CDA) to aid in detecting differences in

authorship. CDA helps by providing useful plots and by identifying possible words

for discrimination. Although constructing tests with explicit probability distribu-

tions is appealing, such tests usually impose restrictions on the data which put

Date: December 8, 2000.

Key words and phrases. authorship, literary style, canonical discriminant analysis, principal

component analysis.
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2 ROGER D. PENG AND NICOLAS HENGARTNER

the subsequent conclusions into serious doubt. We try to avoid making distribu-

tional assumptions about the data as well as making statements about probability

or optimality. We feel that a convincing case can be made for the use of CDA and

graphics.

2. Previous Work

There has been much research covering different aspects of this field. For a com-

prehensive review we direct the reader to Holmes (1985). In 1901 T. C. Mendenhall

(see Williams, 1975) analyzed the word length distributions of Shakespeare and Ba-

con in one of the earliest studies of its kind. Williams (1975) noted that Mendenhall

was mistaken in some of his conclusions and that there was little evidence for or

against the theory that some works written by Shakespeare could have been writ-

ten by Bacon. Brinegar (1963) also used word length distributions to determine if

Mark Twain had written the Quintus Curtius Snodgrass (QCS) letters. He used χ2

tests and two-sample t-tests on the counts of 2, 3, and 4 letter words to check the

agreement of the QCS letters with Twain’s known writings. Holmes (1985) noted

that these tests are based on the dubious assumption that an author’s writings are

random samples from a fixed frequency distribution of word lengths.

There is no general agreement on the unit of analysis that should be used in

authorship studies. Williams (1940) analyzed the sentence lengths of works written

by Chesterton, Wells, and Shaw. He noticed that the log of the number of words

per sentence appeared to follow a normal distribution. After initially using criteria

such as word length and sentence length, Mosteller and Wallace (1963) focused

on using function word counts to discriminate between the works of Hamilton and

Madison in the Federalist Papers. Specifically, they applied Bayes’ theorem to

the problem as opposed to taking a classical approach to discrimination. Särndal

(1967) used word counts to determine the probabilities of Type I and Type II error

when distinguishing between two authors. Although it is certainly desirable to

quantify the probabilities of error, Särndal makes numerous arbitrary assumptions

concerning the distributions of the word counts.

Holmes (1992), in an example of the use of a standard multivariate analysis

technique, used hierarchical cluster analysis to detect changes in authorship in

Mormon scripture. He used various measures of vocabulary richness to conduct his
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LITERARY STYLES AND AUTHORSHIP 3

analysis. Thisted and Efron (1987) also used the idea of vocabulary richness to

determine the possibility of Shakespearean authorship of a newly discovered poem.

They based their analysis of the poem on the rate of discovery of new words given

the number of distinct words previously observed in the Shakespearean canon.

Each of the studies mentioned above, in particular the earlier ones, were con-

cerned with finding ways to test authorship by computing test statistics and limit-

ing distributions. We do not focus on the testing framework in this paper. Rather,

we emphasize the role of graphics and descriptive statistics in analyzing literary

style. In fact, one of the earliest examples of the use of graphics in this situation is

in Mendenhall’s “characteristic curves” showing the distribution of word lengths.

While the average word length can be used to compare authors, the shape of the

curve was found to be more helpful for discrimination (Williams, 1956).

One advantage to our approach is the ability to analyze multiple authors. Much

work has been done in the area of distinguishing between two authors or perhaps two

groups of authors. The idea of two possible authors or two groups naturally leads

to the framerwork of hypothesis testing (assuming that a given document can only

have one author). In a two author situation, one could be discriminating between

James Madison and Alexander Hamilton, as in Mosteller and Wallace (1963). In a

two group situation, one could be discriminating between 18th century authors and

19th century writers. However, given a block of text of unknown authorship, the

choice of two groups may not be so obvious. It might be advantageous to examine

multiple groups or authors.

It is important to note that in the cases mentioned above, the central goal was not

to make a definitive statement of authorship. Rather, the interest of these studies is

essentially methodological; to determine the effectiveness of statistical techniques

on certain real problems. It seems to be the consensus that true questions of

authorship should be left to historians and literary scholars. At best, statistical

analysis can lead the scholar in a particular direction or rule out obvious cases.

3. Data

The nine authors selected for this study were Jane Austen, Willa Cather, Charles

Dickens, Arthur Conan Doyle, Rudyard Kipling, Jack London, Christopher Mar-

lowe, John Milton, and William Shakespeare. The data were obtained from Internet
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4 ROGER D. PENG AND NICOLAS HENGARTNER

websites such as Project Gutenberg and Etext. Multiple works for each selected

author were downloaded in text format. Each of the authors’ collected works were

divided into blocks of 1700 words. Word counts were compiled for every block and

tabulated. The number 1700 was chosen after some trial and error. It produced

a fair number of “observations” for each author while maintaining the variability

in the word counts. Furthermore, it was assumed that a larger block size would

decrease the amount of block to block dependence in word counts. Mosteller and

Wallace (1964) found in their study that words generally exhibited very little block

to block dependence and that serious dependence only occurred in about 20% of

the words used. In some instances (i.e. at the ends of documents), there were not

enough words to complete a full block of 1700 words. These blocks were discarded.

The total number of blocks collected for each author are listed in Table 1.

Author Dates Lived # of Blocks

Marlowe 1564-1593 56

Shakespeare 1564-1616 179

Milton 1608-1674 56

Austen 1775-1817 437

Dickens 1812-1870 598

Doyle 1859-1930 552

Kipling 1865-1936 157

Cather 1873-1947 237

London 1876-1916 299

Table 1. Total number of blocks collected for each author. Each

block contains 1700 words.

We chose 69 words from the subset of the Miller-Newman-Friedman list of func-

tion words used by Mosteller and Wallace (1963). These words were chosen because

of their relatively frequent use in the works being examined. It was desired to avoid

having too many words for which authors had a large number of zero counts.
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4. Canonical Discriminant Analysis

The main purpose of this section is to show how canonical discriminant analysis

(CDA) can be used to aid in visualizing and quantifying the differences in the

writing styles between the authors. CDA is needed to reduce the dimensionality of

the original dataset. In that sense, the techinque is similar to principal component

analysis. The goal is to summarize the data in a form that can be plotted in two

dimensions.

Suppose X is our data matrix of word counts whose columns are centered around

their respective means. X is an n × p matrix, where n is the total number of

observations for all the authors being tested and p is the number of variables (i.e.

different word types). Let G be the group matrix. G is a n × g matrix where g is

the number of groups we are examining (i.e. the number of authors). Each row of

G consists of a single 1 and the rest of the elements are 0’s. The “1” represents the

group membership for the observation. We can denote the sample total covariance

matrix by CT = 1
nX

TX. Let P = G(GTG)−1GT . Then we can denote the between

groups covariance matrix as CB = 1
nX

TPX. Generally speaking we want to find

linear combinations of the variables which maximize the between groups variance

subject to a constraint on the total variance. Thus we want to maximze βTCBβ

over all β satisfying βTCTβ = 1. This defines a generalized eigenvalue problem

and the eigenvectors are the solutions to the CDA problem. The computed βi’s are

called the discriminant functions. For a given CDA problem, there are min(p, g−1)

non-trivial discriminant functions and the same number of non-zero eigenvalues.

4.1. Variance Proportions. We can compute an initial measure of the power of

each discriminant function to separate the data into groups. The ith canonical

correlation coefficient is defined as

ri =
√

λi
1 + λi

where λi is the eigenvalue for the ith discriminant function. The square of the

canonical correlation coefficient can be interpreted as the proportion of variation in

the discriminant function explained by the groups (Klecka, 1980). Thus, discrimi-

nant functions with r2
i values close to 1 are more effective for separating observations

into groups. Geometrically, r2
i is a measure of the amount of space separating the

https://www.researchgate.net/publication/256298173_Discriminant_Analysis?el=1_x_8&enrichId=rgreq-6c712dea4c61ea90be2524ac3f4ef91e-XXX&enrichSource=Y292ZXJQYWdlOzM5NzI4ODkxO0FTOjI2OTMwNDU2MjE4ODI4OUAxNDQxMjE4NjE5MzE5


6 ROGER D. PENG AND NICOLAS HENGARTNER

p-dimensional clouds of observations corresponding to each author in the ith di-

mension. Low r2
i values corresponds to the clouds being very close to each other

and thus, less distinguishable. Unfortunately, in most of the groupings we tried the

different authors’ clouds of observations were generally close together and were not

separated by much space. Although one could see the separation of the groups on

the plot of the canonical vectors, the values of the r2
i were relatively low.

4.2. Canonical Vector Plots. Suppose β1 is the first discriminant function. Re-

call that there are min(p, g− 1) non-trivial discriminant functions in each analysis,

where p is the number of variables and g is the number groups. If X is the n×p data

matrix, then y1 = Xβ1 is the first canonical vector. Although it is only feasible to

plot two canonical vectors at a time, the first two vectors are usually sufficient for

observing separation between the groups.

4.3. Loadings. Sometimes it is useful to identify each canonical vector with a

specific variable or perhaps a small subset of the total variables. If B is the matrix

of discriminant functions, the columns of which are β1, . . . , βp, the loadings are

the correlations between the columns of X and XB. We can then identify each

canonical vector with the variables which have the highest correlations.

5. Results

In the first example the canonical vectors (CV) are very effective at separating

out the three authors, Austen, London, and Shakespeare. One can see on the

canonical vector plot (CVP) in Figure 1 that the authors’ blocks of text separate

readily into three non-overlapping groups. One can see immediately that looking at

the individual CV’s is misleading. In either direction the CV’s show poor separation

of the groups. This poor separation is also indicated by the low values of the

individual variance proportions: r2
1 = 0.48 and r2

2 = 0.47. While the individual

CV’s do not have much separation power, their effectiveness is greatly increased by

using them together. Here, the second CV does the work of separating Shakespeare

from London while the first vector separates Austen from the other two. The words

with the largest loadings for each CV are shown in Table 2. The words are a mix

of different parts of speech in a mix of tenses.
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Figure 1. Canonical vector plot for Austen (a), London (L), and

Shakespeare (s). Each point represents a block of 1700 words.

CV Word Loading

1 to 0.77

her 0.72

any 0.63

been 0.62

2 the −0.80

was −0.70

Table 2. Words with the largest loadings for the first two canon-

ical vectors (Austen, London, and Shakespeare).

In the second example a larger grouping is used: Austen, Cather, Dickens, Doyle,

Marlowe, Milton, and Shakespeare. At first glance the CVP (Figure 2) appears

disappointing. However, some significant features do stand out. The cloud in the
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Figure 2. Canonical vector plot for Austen (a), Cather (c), Dick-

ens (D), Doyle (d), Marlowe (m), Milton (M), and Shakespeare

(s).

upper right corner of the plot consists solely of Austen blocks. In the middle-left

portion Cather, Dickens, and Doyle completely overlap each other. Finally, in the

lower right Marlowe, Milton, and Shakespeare partially overlap each other.

Overall, thre are three distinct clouds — Austen by herself, the group containing

Cather, Dickens, and Doyle, and the group containing Marlowe, Milton, and Shake-

speare. While the CV’s are capable of separating the authors belonging to different

centuries, they have difficulty distinguishing between authors who wrote in similar

time periods. The three “time groups” are separated primarily in the direction of

the second CV. The words with significant loadings in this case are upon, the, and

a for the first CV, and was, had, been, her, and any for the second CV. Compared

to the previous example there are some new words. However, her, any, been, and

was are recurring.
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Figure 3. Canonical vector plot for Cather (c), Doyle (d), Kipling

(k), and London (L).

Now four authors who lived in similar time periods will be examined: Cather,

Doyle, Kipling, and London. One might expect there to be poor separation between

the authors here. However the CVP in Figure 3 shows something slightly different.

Doyle is isolated on the right hand side of the plot while Cather, Kipling, and

London are bunched together on the left hand side. It appears that the first CV

does the work of separating Doyle out from the others. The second vector makes an

effort to separate the other three authors but little is achieved. The loadings give

a hint as to which words are responsible for separating Doyle out from the other

three authors. The words receiving the highest loadings for the first CV are which

(0.80), upon (0.79), and have (0.63). Corroborating evidence can be obtained by

looking at the mean counts for each author for these three words. They are shown

in Table 3. Here there are significant differences in the mean word counts between
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Author which upon have

Doyle 12.3 8.2 12.7

Cather 3.3 1.4 6.6

London 3.0 2.3 5.0

Kipling 2.4 1.1 6.5

Table 3. Mean counts for which, upon, and have (Doyle, Cather,

London, and Kipling).
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Figure 4. Canonical vector plot for Cather (c), Kipling (k), and

London (L).

Doyle and the other three authors. Whereas the means for Cather, London, and

Kipling are similar, the means for Doyle are at least twice as large.

When Cather, Kipling, and London are taken by themselves the result is shown in

Figure 4. Compare the result here with Figure 1, where the separation was readily

apparent. Although there are visible groupings in Figure 4, the borders between
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the clouds are diffuse and not well-defined. The mean word counts in Table 4 are

for the words with relatively large loadings for the first and second CV’s. We see

that the differences are not so obvious. Cather tends to use the words her, had,

Author her had to was of may

Cather 25.7 17.5 44.4 26.2 35.9 0.5

Kipling 5.3 8.0 36.9 16.8 35.8 1.4

London 8.9 14.1 37.4 33.5 50.5 0.4

Table 4. Mean counts for her, had, to, was, of, and may (Cather,

Kipling, and London).

and to more often than Kipling or London. However, for was, of, and may, there

do not seem to be any clear differences in usage. Looking at word means is useful

in the more obvious case with Doyle. In the Cather-Kipling-London case, the CVP

provides a potentially more useful tool for discrimination.

Now we will take a closer look at Marlowe’s data. Compared to some of the

other authors, his blocks show a high degree of variability within themselves. This

is surprising considering that he had a relatively short writing career. In order

to assess the variability we applied principal component analysis (PCA) to the

Marlowe data. A plot of the first two principal components (PC) is shown in

Figure 5. There appear to be two groups of outlying blocks. First is the sequence

13-15 (from The Jew of Malta), then we have a cluster with 41-42 (Tamburlaine

the Great, Part I), and 54-56 (Tamburlaine the Great, Part II). It is interesting to

note that the outlying blocks occur in sequences. It is possible that these sequences

represent large scale changes in style within certain works. The nature of those

changes, of course, is impossible to ascertain by just looking at word counts.

Principal component analysis was run on the other authors and the only one

who had any peculiar features was Kipling. However, in his case, the suspicious

blocks of text were not found in the plot of the first few PC’s. Rather, they were

apparent in the plot of the last two PC’s. In the PC plot in figure 6 it appears that

blocks 30-33 are in a corner by themselves. The fact that we see this on the plot

of the last two PC’s indicates that these blocks might be violating the correlation

structure of the data (Jollife, 1986). Therefore, these blocks might not be obvious
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Figure 5. Plot of the first two principal components for the blocks

of text collected for Marlowe. One can see that blocks 13-15, 41-42,

and 54-56 are inflating the variance of the entire collection.

as outliers in the examination of the individual variables. Blocks 30-33 are all from

the collection The Writings in Prose and Verse of Rudyard Kipling. Since this work

is a collection of short works, it is possible that Kipling’s style is more variable with

respect to his word counts than in the longer works.

6. Summary

In this paper we have used canonical discriminant analysis and principal com-

ponent analysis to aid in the analysis of literary style. The techniques have shown

to be useful by providing interesting plots and by helping to determine possibly

useful words for discrimination problems. Furthermore, CDA is useful when mul-

tiple authors are being examined simultaneously. In the field of statistical literary

analysis, CDA is an effective alternative to fitting probability distributions, which

require placing arbitrary assumptions on the data.
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Figure 6. Plot of the last two principal components for Kipling.

Blocks 30-33 appear in a grouping by themselves and could be

violating the correlation structure of the data.

It should be noted that CDA will not be optimal in any way because of the

inequality between the covariance matrices of the groups (Lachenbruch, 1975). Al-

though, the method seemed to work well in many situations, there are cases where

the discrimination is poor. One possible reason for this lack of power is a difference

in covariance matrices.
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