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review current principles and methods of reliability and 
validity tests as they are applicable to questionnaire use in 
social and health researches.

Validity expresses the degree to which a measurement 
measures what it purports to measure. Several varieties have 
been described, including face validity, construct validity, 
content validity and criterion validity (which could be 
concurrent and predictive validity). These validity tests are 
categorised into two broad components namely; internal and 
external validities.[3‑5] Internal validity refers to how accurately 
the measures obtained from the research was actually 
quantifying what it was designed to measure whereas external 
validity refers to how accurately the measures obtained from 
the study sample described the reference population from 
which the study sample was drawn.[5]

Reliability refers to the degree to which the results obtained 
by a measurement and procedure can be replicated.[3‑5] 
Though reliability importantly contributes to the validity of a 
questionnaire, it is however not a sufficient condition for the 
validity of a questionnaire.[6] Lack of reliability may arise from 
divergence between observers or instruments of measurement 
such as a questionnaire or instability of the attribute being 
measured[3,4] which will invariably affect the validity of such 
questionnaire. There are three aspects of reliability, namely: 
Equivalence, stability and internal consistency (homogeneity).[5] 
It is important to understand the distinction between these three 
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IntroductIon

T he different measurements in social science research 
require quantification of abstracts, intangible and construct 

that may not be observable.[1] However, these quantification 
will come in the different forms of inference. In addition, the 
inferences made will depend on the type of measurement.[1] 
These can be observational, self‑report, interview and record 
review. The various measurements will ultimately require 
measurement tools through which the values will be captured. 
One of the most common tasks often encountered in social 
science research is ascertaining the validity and reliability of 
a measurement tool.[2] The researchers always wish to know if 
the measurement tool employed actually measures the intended 
research concept or construct (is it valid? or true measures?) or 
if the measurement tools used to quantify the variables provide 
stable or consistent responses (is it reliable? or repeatable?). As 
simple as this may seems, it is often omitted or just mentioned 
passively in the research proposal or report.[2] This has been 
adduced to the dearth of skills and knowledge of validity 
and reliability test analysis among social and health science 
researchers. From the author’s personal observation among 
researchers in developing countries, most students and young 
researchers are not able to distinguish validity from reliability. 
Likewise, they do not have the prerequisite to understand the 
principles that underline validity and reliability testing of a 
research measurement tool.

This article therefore sets out to review the principles and 
methods of validity and reliability measurement tools used 
in social and health science researches. To achieve the stated 
goal, the author reviewed currents articles (both print and 
online), scientific textbooks, lecture notes/presentations and 
health programme papers. This is with a view to critically 
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aspects as it will guide the researcher on the proper assessment 
of reliability of a research tool such as questionnaire.[7] 
Figure 1 shows graphical presentation of possible combinations 
of validity and reliability.[8]

Questionnaire is a predetermined set of questions used to 
collect data.[2] There are different formats of questionnaire such 
as clinical data, social status and occupational group.[3] It is a 
data collection ‘tool’ for collecting and recording information 
about a particular issue of interest.[2,5] It should always have 
a definite purpose that is related to the objectives of the 
research, and it needs to be clear from the outset on how the 
findings will be used.[2,5] Structured questionnaires are usually 
associated with quantitative research, which means research 
that is concerned with numbers (how many? how often? how 
satisfied?). It is the mostly used data collection instrument in 
health and social science research.[9]

In the context of health and social science research, 
questionnaires can be used in a variety of survey situations such 
as postal, electronic, face‑to‑face (F2F) and telephone.[9] Postal 
and electronic questionnaires are known as self‑completion 
questionnaires, i.e., respondents complete them by themselves 
in their own time. F2F and telephone questionnaires are used 
by interviewers to ask a standard set of questions and record the 
responses that people give to them.[9] Questionnaires that are used 
by interviewers in this way are sometimes known as interview 
schedules.[9] It could be adapted from an already tested one or 
could be developed as a new data tool specific to measure or 
quantify a particular attribute. These conditions therefore warrant 
the need to test validity and reliability of questionnaire.[2,5,9]

Methods used for VAlIdIty test of A 
QuestIonnAIre

A drafted questionnaire should always be ready for establishing 
validity. Validity is the amount of systematic or built‑in error in 

questionnaire.[5,9] Validity of a questionnaire can be established 
using a panel of experts which explore theoretical construct as 
shown in Figure 2. This form of validity exploits how well the 
idea of a theoretical construct is represented in an operational 
measure (questionnaire). This is called a translational or 
representational validity. Two subtypes of validity belongs to this 
form namely; face validity and content validity.[10] On the other 
hand, questionnaire validity can be established with the use of 
another survey in the form of a field test and this examines how 
well a given measure relates to one or more external criterion, 
based on empirical constructs as shown in Figure 2. These 
forms could be criterion‑related validity[10,11] and construct 
validity.[11] While some authors believe that criterion‑related 
validity encompasses construct validity,[10] others believe both 
are separate entities.[11] According to the authors who put the 2 
as separate entities, predictive validity and concurrence validity 
are subtypes of criterion‑related validity while convergence 
validity, discriminant validity, known‑group validity and 
factorial validity are sub‑types of construct validity [Figure 2].[10] 
In addition, some authors included hypothesis‑testing validity as 
a form of construct validity.[12] The detailed description of the 
subtypes are described in the next paragraphs.

fAce VAlIdIty

Some authors[7,13] are of the opinion that face validity is 
a component of content validity while others believe it is 
not.[2,14,15] Face validity is established when an individual (and 
or researcher) who is an expert on the research subject 
reviewing the questionnaire (instrument) concludes that it 
measures the characteristic or trait of interest.[7,13] Face validity 
involves the expert looking at the items in the questionnaire 
and agreeing that the test is a valid measure of the concept 
which is being measured just on the face of it.[15] This means 
that they are evaluating whether each of the measuring 
items matches any given conceptual domain of the concept. 
Face validity is often said to be very casual, soft and many 
researchers do not consider this as an active measure of 
validity.[11] However, it is the most widely used form of 
validity in developing countries.[15]

Figure 1: Graphical presentation of possible combinations of validity and reliability
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Figure 2: Graphical representation of the subtypes of various forms of validity tests
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content VAlIdIty

Content validity pertains to the degree to which the instrument 
fully assesses or measures the construct of interest.[7,15‑17] For 
example, a researcher is interested in evaluating employees’ 
attitudes towards a training program on hazard prevention 
within an organisation. He wants to ensure that the questions (in 
the questionnaire) fully represent the domain of attitudes 
towards the occupational hazard prevention. The development 
of a content valid instrument is typically achieved by a rational 
analysis of the instrument by raters (experts) familiar with the 
construct of interest or experts on the research subject.[15‑17] 
Specifically, raters will review all of the questionnaire items for 
readability, clarity and comprehensiveness and come to some 
level of agreement as to which items should be included in the 
final questionnaire.[15] The rating could be a dichotomous where 
the rater indicates whether an item is ‘favourable’ (which is 
assign a score of +1) or ‘unfavourable’ (which is assign score 
of +0).[15] Over the years however, different ratings have been 
proposed and developed. These could be in Likert scaling or 
absolute number ratings.[18‑21] Item rating and scale level rating 
have been proposed for content validity. The item‑rated content 
validity indices (CVI) are usually denoted as I‑CVI.[15] While 
the scale‑level CVI termed S‑CVI will be calculated from 
I‑CVI.[15] S‑CVI means the level of agreement between raters. 
Sangoseni et al.[15] proposed a S‑CVI of ≥0.78 as significant 
level for inclusion of an item into the study. The Fog Index, 
Flesch Reading Ease, Flesch–Kincaid readability formula and 
Gunning‑Fog Index are formulas that have also been used to 
determine readability in validity.[7,12] Major drawback of content 
validity is that it is also adjudged to be highly subjective 
like face validity. However, in some cases, researchers could 
combine more than one form of validity to increase validity 
strength of the questionnaire. For instance, face validity has 
been combined with content validity[15,22,23] criterion validity.[13]

crIterIon‑relAted VAlIdIty

Criterion‑related validity is assessed when one is interested in 
determining the relationship of scores on a test to a specific 
criterion.[24,25] It is a measure of how well questionnaire 
findings stack up against another instrument or predictor.[5,25] Its 
major disadvantage is that such predictor may not be available 
or easy to establish. There are 2 variants of this validity type 
as follows:

ConCurrenCe
This assesses the newly developed questionnaire against a 
highly rated existing standard (gold standard). When the 
criterion exists at the same time as the measure, we talk about 
concurrent validity.[24‑27] Concurrent validity refers to the ability 
of a test to predict an event in the present form. For instance, 
in a simplest form, a researcher may use questionnaire to 
elucidate diabetic patients’ blood sugar level reading in the 
last hospital follow‑up visits and compare this response to 
laboratory reading of blood glucose for such patient.

PrediCtive
It assesses the ability of the questionnaire (instrument) to 
forecast future events, behaviour, attitudes or outcomes. This 
is assessed using correlation coefficient. Predictive validity is 

the ability of a test to measure some event or outcome in the 
future.[24,28] A good example of predictive validity is the use of 
hypertensive patients’ questionnaire on medication adherence 
to medication to predict their future medical outcome such as 
systolic blood pressure control.[28,29]

construct VAlIdIty

Construct validity is the degree to which an instrument 
measures the trait or theoretical construct that it is intended 
to measure.[5,16,30‑34] It does not have a criterion for comparison 
rather it utilizes a hypothetical construct for comparison.[5,11,30‑34] 
It is the most valuable and most difficult measure of validity. 
Basically, it is a measure of how meaningful the scale or 
instrument is when it is in practical use.[5,24] There are four 
types of evidence that can be obtained for the purpose of 
construct validity depending on the research problem, as 
discussed below:

Convergent validity
There is evidence that the same concept measured in different 
ways yields similar results. In this case, one could include two 
different tests. In convergent validity where different measures 
of the same concept yield similar results, a researcher uses 
self‑report versus observation (different measures).[12,33‑36] The 
2 scenarios given below illustrate this concept.

Scenario one
A researcher could place meters on respondent’s 
television (TV) sets to record the time that people spend with 
certain health programmes on TV. Then, this record can be 
compared with survey results on ‘exposure to health program 
on televised’ using questionnaire.

Scenario two
The researcher could send someone to observe respondent’s 
TV use at their home and compare the observation results with 
the survey results using questionnaire.

disCriminant validity
There is evidence that one concept is different from other 
closely related concepts.[12,34,36] Using the scenarios of TV 
health programme exposure above, the researcher can decide 
to measure the exposure to TV entertainment programmes and 
determine if they differ from TV health programme exposure 
measures. In this case, the measures of exposure to TV health 
programme should not be highly related to the measures of 
exposure to TV entertainment programmes.

Known‑grouP validity
In known‑group validity, a group with already established 
attribute of the outcome of construct is compared with a 
group in whom the attribute is not yet established.[11,37] Since 
the attribute of the two groups of respondents is known, it 
is expected that the measured construct will be higher in 
the group with related attribute but lower in the group with 
unrelated attribute.[11,36‑38] For example, in a survey that used 
questionnaire to explore depression among two groups of 
patients with clinical diagnosis of depression and those 
without. It is expected (in known‑group validity) that the 
construct of depression in the questionnaire will be scored 
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higher among the patients with clinically diagnosed depression 
than those without the diagnosis. Another example was shown 
in a study by Singh et al.[38] where cognitive interview study 
was conducted among school pupils in 6 European countries.

FaCtorial validity
This is an empirical extension of content validity. This is 
because it validates the contents of the construct employing 
the statistical model called factor analysis.[11,39‑42] It is usually 
employed when the construct of interest is in many dimensions 
which form different domains of a general attribute. In 
the analysis of factorial validity, the several items put up 
to measure a particular dimension within a construct of 
interest is supposed to be highly related to one another than 
those measuring other dimensions.[11,39‑42] For instance, using 
health‑related quality of life questionnaire using short form ‑ 
36 version 2 (SF‑36v2). This tool has 8 dimensions and it is 
therefore expected that all the items of SF‑36v2 questionnaire 
measuring social function (SF), which is one of the 8 
dimension, should be highly related than those items measuring 
mental health domain which measure another dimension.[43]

HyPotHesis‑testing validity
Evidence that a research hypothesis about the relationship 
between the measured concept (variable) or other 
concepts (variables), derived from a theory, is supported.[12,44] 
In the case of TV viewing, for example, there is a social 
learning theory stating how violent behaviour can be learned 
from observing and modelling televised physical violence. 
From this theory, we could derive a hypothesis stating a 
positive correlation between physical aggression and the 
amount of televised physical violence viewing. If the evidence 
collected supports the hypothesis, we can conclude that there 
is a high degree of construct validity in the measurements of 
physical aggression and viewing of televised physical violence 
since the two theoretical concepts are measured and examined 
in the hypothesis‑testing process.

Methods used for relIAbIlIty test of A 
QuestIonnAIre

Reliability is an extent to which a questionnaire, test, 
observation or any measurement procedure produces the 
same results on repeated trials. In short, it is the stability or 
consistency of scores over time or across raters.[7] Keep in 
mind that reliability pertains to scores not people. Thus, in 
research, one would never say that someone was reliable. 
As an example, consider judges in a platform diving 
competition. The extent to which they agree on the scores for 
each contestant is an indication of reliability. Similarly, the 
degree to which an individual’s responses (i.e., their scores) 
on a survey would stay the same over time is also a sign of 
reliability.[7] It is worthy to note that lack of reliability may 
arise from divergences between observers or instruments of 
measurement or instability of the attribute being measured.[3] 
Reliability of the questionnaire is usually carried out using a 
pilot test. Reliability could be assessed in three major forms; 
test‑retest reliability, alternate‑form reliability and internal 
consistency reliability. These are discussed below.

test‑retest relIAbIlIty (or stAbIlIty)
Test‑retest correlation provides an indication of stability 
over time.[5,12,27,37] This aspect of reliability or stability is said 
to occur when the same or similar scores are obtained with 
repeated testing with the same group of respondents.[5,25,35,37] 
In other words, the scores are consistent from 1 time to the 
next. Stability is assessed through a test‑retest procedure that 
involves administering the same measurement instrument 
such as questionnaire to the same individuals under the same 
conditions after some period of time. It is the most common 
form in surveys for reliability test of questionnaire.

Test‑rest reliability is estimated with correlations between 
the scores at time 1 and those at time 2 (to time x). Two 
assumptions underlie the use of the test‑retest procedure;[12]

• The first required assumption is that the characteristic 
that is measured does not change over the time period 
called ‘testing effect’[11]

• The second assumption is that the time period is long 
enough yet short in time that the respondents’ memories 
of taking the test at time 1 do not influence their scores 
at time 2 and subsequent test administrations called 
‘memory effect’.

It is measured by having the same respondents complete a 
survey at two different points in time to see how stable the 
responses are. In general, correlation coefficient (r) values are 
considered good if r ≥ 0.70.[38,45]

If data are recorded by an observer, one can have the same 
observer make two separate measurements. The comparison 
between the two measurements is intra‑observer reliability. 
In using this form of reliability, one needs to be careful with 
questionnaire or scales that measure variables which are 
likely to change over a short period of time, such as energy, 
happiness and anxiety because of maturation effect.[24] If the 
researcher has to use such variables, then he has to make 
sure that test‑retest is done over very short periods of time. 
Potential problem with test‑retest in practice effect is that the 
individuals become familiar with the items and simply answer 
based on their memory of the last answer.[45]

AlternAte‑forM relIAbIlIty (or eQuIVAlence)
Alternate form refers to the amount of agreement between 
two or more research instruments such as two different 
questionnaires on a research construct that are administered 
at nearly the same point in time.[7] It is measured through a 
parallel form procedure in which one administers alternative 
forms of the same measure to either the same group or different 
group of respondents. It uses differently worded questionnaire 
to measure the same attribute or construct.[45] Questions or 
responses are reworded or their order is changed to produce 
two items that are similar but not identical. This administration 
of the various forms occurs at the same time or following 
some time delay. The higher the degree of correlation between 
the two forms, the more equivalent they are. In practice, 
the parallel forms procedure is seldom implemented, as it is 
difficult, if not impossible, to verify that two tests are indeed 
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parallel (i.e., have equal means, variances and correlations 
with other measures). Indeed, it is difficult enough to have 
one well‑developed instrument or questionnaire to measure the 
construct of interest let alone two.[7]

Another situation in which equivalence will be important is 
when the measurement process entails subjective judgements 
or ratings being made by more than one person.[5,7] Say, for 
example, that we are a part of a research team whose purpose 
is to interview people concerning their attitudes towards health 
educational curriculum for children. It should be self‑evident 
to the researcher that each rater should apply the same 
standards towards the assessment of the responses. The same 
can be said for a situation in which multiple individuals are 
observing health behaviour. The observers should agree as 
to what constitutes the presence or absence of a particular 
health behaviour as well as the level to which the behaviour 
is exhibited. In these scenarios, equivalence is demonstrated 
by assessing inter‑observer reliability which refers to the 
consistency with which observers or raters make judgements.[7]

The procedure for determining inter‑observer reliability is:

No of agreements/no of opportunities for agreement ×100.

Thus, in a situation in which raters agree in a total of 75 times 
out of 90 opportunities (i.e. unique observations or ratings) 
produces 83% agreement that is 75/90 = 0.83 × 100 = 83%.

InternAl consIstency relIAbIlIty (or 
hoMogeneIty)
Internal consistency concerns the extent to which items on the 
test or instrument are measuring the same thing. The appeal of an 
internal consistency index of reliability is that it is estimated after 
only one test administration and therefore avoids the problems 
associated with testing over multiple time periods.[5] Internal 
consistency is estimated via the split‑half reliability index[5] 
and coefficient alpha index[22,23,25,37,42,46‑49] which is the most 
common used form of internal consistency reliability. Sometimes, 
Kuder–Richardson formula 20 (KR‑20) index was used.[7,50]

The split‑half estimate entails dividing up the test into two 
parts (e.g. odd/even items or first half of the items/second half 
of the items), administering the two forms to the same group 
of individuals and correlating the responses.[7,10] Coefficient 
alpha and KR‑20 both represent the average of all possible 
split‑half estimates. The difference between the two is when 
they would be used to assess reliability. Specifically, coefficient 
alpha is typically used during scale development with items 
that have several response options (i.e., 1 = strongly disagree 
to 5 = strongly agree) whereas KR‑20 is used to estimate 
reliability for dichotomous (i.e., yes/no; true/false) response 
scales.[7]

The formula to compute KR‑20 is:

KR‑20 = n/(n − 1)[1 − Sum(piqi)/Var(X)].

Where;

n = Total number of items

Sum(piqi) = Sum of the product of the probability of 
alternative responses

Var(X) = Composite variance.

And to calculate coefficient alpha (a) by Allen and Yen, 
1979:[51]

a = n/(n − 1)[1 − Sum Var (Yi)/Var (X)].

Where n = Number of items

Sum Var(Yi) = Sum of item variances

Var(X) = Composite variance.

It should be noted that KR‑20 and Cronbach alpha can easily 
be estimated using several statistical analysis software these 
days. Therefore, researchers do not have to go through the 
laborious exercise of memorising the mathematical formula 
given above. As a rule of thumb, the higher the reliability 
value, the more reliable the measure. The general convention 
in research has been prescribed by Nunnally and Bernstein,[52] 
which states that one should strive for reliability values of 0.70 
or higher. It is worthy of note that reliability values increase as 
test length increases.[53] That is, the more items we have in our 
scale to measure the construct of interest, the more reliable 
our scale will become. However, the problem with simply 
increasing the number of scale items when performing applied 
research is that respondents are less likely to participate and 
answer completely when confronted with the prospect of 
replying to a lengthy questionnaire.[7] Therefore, the best 
approach is to develop a scale that completely measures the 
construct of interest and yet does so in as parsimonious or 
economical manner as is possible. A well‑developed yet brief 
scale may lead to higher levels of respondent participation and 
comprehensiveness of responses so that one acquires a rich 
pool of data with which to answer the research question.

short note on sPss And relIAbIlIty test

Reliability can be established using a pilot test by collecting 
data from 20 to 30 subjects not included in the sample. Data 
collected from pilot test can be analysed using  SPSS (Statistical 
Package for Social Sciences, by IBM incorporated) or any other 
related software. SPSS provides two key pieces of information 
in the output viewer. These are ‘correlation matrix’ and ‘view 
alpha if item deleted’ columns.[54,55] Cronbach alpha (a) is 
the most commonly used measure of internal consistency 
reliability[45] and so it will be discussed here. Conditions that 
could affect Cronbach values are[54,55]

a. Numbers of items; scale of <10 variables could cause 
Cronbach alpha to be low

b. Distribution of score; normality increases Cronbach 
alpha value while skewed data reduces it

c. Timing; Cronbach alpha does not indicate the stability 
or consistency of the test over time

d. Wording of the items; negative‑worded questionnaire 
should be reversed before scoring

e. Items with 0, 1 and negative scores: Ensure that items/
statements that have 0 s, 1 s and negatives are eliminated.

The detailed step by step procedure for the reliability analysis 
using SPSS can be found on internet and standard tests.[54,55] 
But, note that the reliability coefficient (alpha) can range 
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from 0 to 1, with 0 representing a questionnaire that is not 
reliable and 1 representing absolutely reliable questionnaire. 
A reliability coefficient (alpha) of 0.70 or higher is considered 
acceptable reliability in SPSS.

conclusIon

This article reviewed validity and reliability of questionnaire 
as an important research tool in social and health science 
research. The article observed the importance of validity 
and reliability tests in research and gave both literary and 
technical meanings of these tests. Various forms and methods 
of analysing validity and reliability of questionnaire were 
discussed with the main aim of improving the skills and 
knowledge of these tests among researchers in developing 
countries.
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