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Abstract

respectively.

As an important step in natural language processing (NLP), text classification system has been widely used in many
fields, like spam filtering, news classification, and web page detection. Vector space model (VSM) is generally used to
extract feature vectors for representing texts which is very important for text classification. In this paper, a feature
selection algorithm based on synonym merging named SM-CHI is proposed. Besides, the improved CHI formula and
synonym merging are used to select feature words so that the accuracy of classification can be improved and the
feature dimension can be reduced. In addition, for feature words selected by SM-CHI, this paper presented three
weight calculation algorithms to explore the best feature weight update method. Finally, we designed three
comparative experiments and proved the classification accuracy is the highest when choosing the improved CHI
formula 2, set the threshold « to 0.8 and use the largest weight among the synonyms to update the feature weight,
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1 Introduction

With the development of the Internet, the amount of
Chinese text information shows an exponential growth
trend. How to effectively manage the massive Chinese
documents and mine the information contained in the
documents has become a critical research problem. Auto-
matic text classification can complete the work of text
processing effectively. It also plays an important role in
natural language processing (NLP) and data mining.

The most common method used in text classification
is the vector space model (VSM). It represents text as a
feature vector. The specific process is shown in Fig. 1.

From Fig. 1, we know that the first step in Chinese text
classification is to preprocess the text, including word seg-
mentation, part of speech tagging, and removal of stop
words. The purpose is to remove the useless words and
only leave the nouns, adjectives, and verbs that contain
category information. After this, the text can be repre-
sented as a vector to form VSM. Then, we use the feature
selection method to select the feature words that can
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symbolize the text categories, and merge the synonym to
reduce dimensions. Next, TF-IDF [1] method is used to
calculate the weight of each feature of each text to trans-
form the text into a feature vector. Last but not least, by
using the Bayesian classifier to train the sample data, we
can get the final text classifier.

Feature selection is the most important step because the
selected feature words directly affect the accuracy of the
classifier. In VSM, the best feature selection method is 2
statistics (CHI) [2, 3]. But the defect is high-dimensional
feature vectors selected by CHI may cause dimension dis-
aster. The writer consider to merge the synonyms among
the feature words selected by CHI so that the dimension
of feature space can be reduced. Then, in the next step,
an improved TF-IDF method is used to calculate the fea-
ture weights for each word to generate the feature vector
of each text. This paper mainly studies the influence of
feature selection and synonym merging on the accuracy
of classification in automatic text classification. Synonym
merging can reduce the dimension of the feature space
and improve the classification performance. The study of
feature selection algorithm and synonym merging has a
strong practical significance. The main contributions of
this paper are as follows:
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Fig. 1 Text classification model framework

1. We presented a new feature selection algorithm
named SM-CHI based on an improved CHI [4]
formula and synonym merging to achieve efficient
feature selection and dimension reduction.

2. We found that the original CHI formula multiplied
by a log term has the best classification performance
comparing with the original CHI and two improved
CHI algorithms [4, 5].

3. The choice of thresholds o (0 < o < 1) is critical.
Only the most similar feature words will be merged
when « is close to 1, so we use grid search method to
find the optimal . The result show that the
classification accuracy is highest when « is equal to
0.8.

4. We proposed three improved weight calculation
methods based on TF-IDF. The experimental results
show that using the maximum value of the synonym
group as the feature weight is the best way.

The organization of this paper is as follows. Next
section discusses some related works. The text classifi-
cation system based on semantic similarity is introduced
in Section 3. We present the details of SM-CHI and the
corresponding weight calculation methods in Section 4.
In Section 5, we show and discuss the experimental
results. We conclude our work and describe future work
in Section 6.

2 Related works
Text classification has been widely used in the classifica-
tion and labeling of news and web pages. There are many

works on text classification. The classification methods
based on synonym merging have appealled much atten-
tion in the past 2 years. Next, we briefly introduce some of
the existing research results.

2.1 Classification model

Nowadays, most of the text classification methods are
based on VSM where the texts are represented in the form
of (feature vector, label). In this way, we can transform
each text into feature vectors to construct the training and
testing dataset. It is a long existing problem of machine
learning to train a classifier for text classification. Many
machine learning algorithms can be used as the classifier,
such as Naive Bayes Method [6], k-Nearest Neighbor [7],
Decision Trees [8], Support Vector Machines (SVM) [9],
Markov Model [10], and Neural Networks [11]. KNN as
one of the best classifiers in VSM is simple, effective, non-
parameter. So we choose it as the classification method in
this paper.

2.2 Feature selection algorithm

In order to construct a valid classifier, feature words selec-
tion is another main problem. Common feature selection
methods include document frequency (DF), mutual infor-
mation (MI) [12], a x? statistics (CHI), information gain
(IG) [6, 13], and term strength (TS) [14, 15]. The works
in [2, 3] show that CHI is the best feature selection
method through contrast experiments. However, CHI fea-
ture selection method also has shortcomings [16]. For
example, the CHI value of the high-frequency words is
very high, but they have no significant contribution to
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class distinctions. Therefore, the authors of [4, 5] pre-
sented two improved CHI formulas from different per-
spectives in order to make up for the lack of the original
CHI method.

2.3 Synonym merging

With the development of text classification, some
researchers start to propose a text classification system
based on synonym merging to improve the accuracy of
classification. The word similarity calculation methods
based on “Tong YiCi Cilin” and “HowNet” were proposed
in [17, 18] respectively. The work in [19] proposed a
text feature selection method based on “TongYiCi Cilin”
to reduce data’s feature dimensions while ensuring data
integrity and classification accuracy. A semantic kernel is
used with SVM for text classification to improve the accu-
racy in [20, 21]. What is more, there are some other work
in [22-24] that presents some excellent ideas, which is
worth learning and reference when we are dealing with
large-scale text classification. They can help us to speed
up the calculation through big data technology.

The model proposed in this paper is a text classifica-
tion model based on synonym merging, named SM-CHIL.
The difference with [19] is that we merge synonyms
after feature selection based on CHI and we propose
three improved weighting method for the merged feature
words.

3 Text classification model based on semantic
similarity

In this section, we mainly introduce the text classification
model based on semantic similarity. Wherein, Section 3.1
describes the feature selection method based on x? statis-
tic. Section 3.2 introduces the method of synonym merg-
ing; Section 3.3 presents the traditional weight calculation
method, TF-IDF.

3.1 Improved feature selection algorithm
In text classification, a feature word and its category tend
to obey the CHI formula. Higher CHI value implies that
a feature word has stronger ability to identify a category.
The CHI value of word is calculated as follows [3]:
0 = N x (AD — BC)? W
A+CO)A+B(B+D)(CH+D)

where N is the size of the training set; A is the number of
documents that belong to class ¢ and contain the word ¢; B
is the number of documents that do not belong to class ¢
but contain the word ¢; C is the number of documents that
belong to the class ¢ but do not contain the word ¢; and D
is the number of documents that do not belong to class ¢
and do not contain the word .

Although the CHI formula has a relatively good perfor-
mance in text classification, it also has some shortcomings

Page 3 0of 8

[16]. First of all, high-frequency words that appear in all
categories have higher CHI values, but they do not make
much sense for class distinctions. Secondly, the CHI for-
mula only considers the appearance of a word but not the
frequency of the word in a document. Therefore, CHI for-
mula also has “low frequency words flawed”. For example,
assuming word ¢1 appears in 99 documents, each appears
10 times; word £2 appears in 100 documents, each appears
one time; obviously 2 has a higher CHI value, but in fact
t1 is more representative for this category. There are many
studies amended for its defects. The work in [4] proposed
the multiplication by a log entry based on the original CHI
to reduce the CHI value of high-frequency words. The
formula is as follows:

. N 2
chi_imp_1 = log (A +B> * x°(t,¢) (2)
where A + B represents the number of documents that
contain word ¢ and N represents the total number of doc-
uments. In this case, the CHI value of the high-frequency
words that appear in all categories are close to zero so that
they would not be selected as a feature word.

In addition, the work in [5] has made a corresponding
improvement to the word frequency, which is multiplied
by term B(t, ¢) on the basis of the original CHI formula.
The calculation formula is as follows:

chi_imp_2 = B(t,¢)x%(¢,c) (3)
where B(t, ¢) is calculated as follows:
tf (¢ 0)
te)= =2t 4
B(t,c) ST ) (4)

In the formula, m is the total number of categories and
tf (¢, ¢) is the frequency of the word ¢ in the category c.

3.2 Synonym merging algorithm based on “Tong YiCi
Cilin”

Some of the feature words selected by CHI formula may
be the same or have similar meaning. They have the same
effect on class distinctions. If the synonym are merged,
not only the classification accuracy will be improved, but
also the dimension of the feature space can be reduced
so that the efficiency of the algorithm can be improved.
For example, “GanMao’, “ZhaoLiang’, “ShangFeng” are the
synonym of “Cold” in Chinese. If the “Health Care” cat-
egory articles contain these words respectively, then the
feature words for the text classification contain too much
redundant information. We use the method of synonym
merging to deal with it.

In this paper, we use the “Tong YiCi Cilin” provided by
Harbin Institute of Technology as the method of word
similarity calculation [17]. Its structure has five layers. You
can easily calculate the similarity between the two terms.
The structure of “Tong YiCi Cilin” is shown in Fig. 2.
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Fig. 2 Hierarchy structure of “Tong YiCi Cilin"
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The concrete similarity calculation method is intro-
duced in detail in [17]. When the similarity of two words
is greater than threshold «, they will be regarded as a pair
of synonym to merge. The optimal value of « will be dis-
cussed later in the experiment. In addition, all merged
synonyms are stored in a list. Nested lists are used to store
feature words so that all synonym information remains in
the feature vector. To calculate the feature vector of each
document, we propose three improved methods which
will be discussed in Section 3.3.

3.3 Weight calculation method
Traditional TF-IDF weight calculation formula [1] is as
follows:

weight, g = tf; 4 + idf; (5)

This formula represents the weight calculation method
for word ¢ in document d. Here, tf; ; denotes the frequency
of occurrence of word ¢ in d, and idf; denotes the anti-
document frequency of ¢, which is used to quantify the
distribution of ¢ in the training set. If # is used to denote
the number of documents which contain ¢ in the training
set, the calculation formula of idf; is as follows:

idf, = log (2’) ©6)

As we mentioned above, the TF-IDF method is used to
calculate the weight of each feature word in each text.

4 Algorithm description

4.1 Feature selection method based on the synonym
merging

In this section, we introduce the feature selection algo-

rithm (SM-CHI). This method firstly selects candidate

feature words based on an improved CHI formula, and

then merges synonyms to re-select those feature words
that can represent the categories better and reduce dimen-
sion. The method is represented as the following formula:

SM — CHI = LF(t) « CHI(t) * SM(t) (7)

where LF(t) denotes whether the word ¢ exists in the word
bag or not, and is mainly decided according to the part
of speech and stopping words. If the word ¢ is a stopping
word and in the part of speech that does not belong to
verb, noun, and adjective, LF(¢) = 0, otherwise LF(¢) = 1.
CHI(t) represents the CHI value of the word ¢ and is
calculated by Eq. (2). SM(¢) indicates whether the word
¢t contains synonym. If yes, it needs to merge all of its
synonyms.

Firstly, all the texts in the training set are prepro-
cessed, including Chinese word segmentation, part-of-
speech tagging, and discarding stop words. The remaining
words constitute the word bag of the training set. Sec-
ondly, we calculate the CHI value of each word. Choose
the first 200 words from each category to form candidate
sets of feature words. Note that the characteristic words
selected for each category may be duplicated. The can-
didate set is stored using the HashSet (a data structure)
and the de-emphasis is performed. After obtaining the
candidate set, the similarity between each word is calcu-
lated according to “Tong YiCi Cilin” and threshold is set
to o. The synonym merging is performed only when the
word similarity is greater than o. We will experimentally
determine the optimal value of hyper-parameter . The
pseudocode of SM-CHI is shown in Algorithm 1.

4.2 Improved method for calculating eigenvalue weight

In the scene of SM-CHI feature selection method pre-
sented in this paper, the traditional TE-IDF formula has
some drawbacks. For the features after synonym merging,
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Algorithm 1 SM-CHI feature selection algorithm

1:

—_ =
W N = Q

14:
15:
16:

17:
18:
19:
20:
21:

Input:a training set D

: Output:a feature space F
. (Initialization) A, B, TFIDF can all be a null dict
. for each file in D:

word_list=file.process()

for word in word_list:
Alfile.class][word] +=1
TFIDF(file.class][file.num][word] +=1

. end for
. Calculate B in the CHI formula from A
. for cla in

for word in cla:
Calculate the CHI value according to for-
mula 2
Selects the first 200 words as the feature
end for
Combine features of the 9 categories to obtain
word_features
for word1, word2 in word_features:
sim=calcWordsSimilarity(word1, word2)
if sim > o
Merge word1 and word2
end for

the original weight calculation formula will cause “unfair-
ness”. Because the merged feature words are stored in the
nested list, so which word among them will be regarded as
the feature is a question. For this problem, we present the
following three solutions:

e Sum the weights of all items up in the feature list of
each dimension as the weight of the list;

e Take the largest weight among the synonym as the
weight value of the feature;

e Multiply the first item by 1.1 for times of the number
of items in the feature list.

5 Experiments and results

In this section, three groups of experiments are designed
to evaluate the performance of three CHI formulas, the
optimal threshold « for synonym merging, and the perfor-
mance of feature weight update method. We use the whole
news data set from Sogou Lab [25] to test the accuracy of
the experiment.

5.1 Performance evaluation and data set

The standard precision rate P, recall rate R, and F1 score
are used to measure the classification performance. For
the i_th category, the formula is as follows [26]:

TP
" TP+ FN’

P

_ _Z*Pl'*Ri
TP+ FP’

P; Fl;= 8
i ‘= PIR (8)

R;
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where TP is the number of documents correctly classified
as class i, FP is the number of documents classified as class
i but not actually i, and FN is the number of documents
that is not classified as class i but is actually class i.

This article will use the whole network news data set
provided by Sogou Lab to test our experiments. The
corpus includes nine kinds of news types, such as Auto-
mobile, Finance, and IT. Each category contains thousands
of documents. In this experiment, each category takes 400
documents, of which 280 are training set and 120 are test
sets. Therefore, the training set contains 2520 documents,
and the test set includes a total of 1080 documents.

The preprocessing module uses a third-party library
for python, named jieba, to complete the work of word
segmentation, part of speech tagging, and discarding of
stop words. In addition, we use Naive Bayesian classifier
provided in Python’s NLTK library as the classifier.

5.2 Experiments and results

In this section, the following three groups of experiments
are carried out to test the three innovation points of
SM-CHI with control variable method . In Experiment
I, we test the three feature selection algorithms without
using synonym merges. In Experiment II, we use the first
improved CHI method to select features and use grid
search method to find the optimal threshold «. On the
basis of Experiment I and II, we designed Experiment III
to find the best weight update method.

5.2.1 Experiment|

In order to test the effect of three kinds of feature selection
methods described in section 3.2, we conducted the fol-
lowing experiments. But we did not use synonym merging
here. The results of experiment are shown in Fig. 3:

—=— Original CHI
0.95 o Improved CHI 1
. Improved CHI 2
0.90 4 N
i \
/ r
0.85 / /
° / \
> / \ /
%) / /
© 0.80 o R & /
3 \ / \ |
o \ /A [ \
Q \ / \ /
<0754 N/ \& /
\ [l \ \ o/
\&' / \
\ / .
0.70 4 \ \ Y 4
\
\\ r
\ //
0.65 W
T T T T T T T T T 1
Car Finance IT Health Sports TourisnEducationCulture Military
Category
Fig. 3 Classification results comparing three kinds CHI formula
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From the results, we can see that the two improved
CHI formulas have a great effect on enhancing the value
of F1 score of each category as compared to the original
CHI formula, which means that the improved CHI for-
mulas can select more representative words. They both
make some improvement based on the original CHI. In
addition, when the two improved CHI formulas are com-
pared, the first improved method has a slight advantage,
showing a better discrimination effect in the preceding
categories. The result also shows that the log term suc-
cessfully suppresses the CHI values of the high-frequency
words appearing in all classes, which achieves relatively
good results. Therefore, we will use the first improved
CHI formula as our base feature selection method in the
fellow experiment.

5.2.2 Experimentll

In order to select the appropriate threshold « for syn-
onymy merging, we designed the following experiment.
The first improved CHI formula was used for feature
selection, and the range of « is set to [0.5, 0.6, 0.7, 0.75, 0.8,
0.85, 0.9,1.0]. A total of nine experiments are conducted,
including a comparative experiment that did not use syn-
onym merging. The experimental results are shown in
Table 1 and Fig. 4.

From the results in Figs. 4 and 5, we can draw the
conclusion that the classification accuracy is the high-
est when ¢ = 0.8 and worst when o = 0.5. The use
of synonym merging improved classification accuracy by
approximately 3 percentage points compared to use CHI
only. By specific analysis of each category, we found that
when we use synonym merging, only the first category
has a low accuracy compared to no synonym merging.
The reason is that the eigenvectors after synonym merging
have reduced the text discrimination degree of the “car”
category.

5.2.3 Experiment Il
Based on the previous two experiments, we designed the
following experiment to select the optimal weight update

Table 1 F1 score of each category when « takes different values

Page 6 of 8
0.95
0.90
0.85 -
§0'80 T ' [F=—a=0.50
5 e 0=0.60
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g a=0.70
0.70 4 2 0a=0.75
== 0=0.80
0.65 - 0=0.85
»— a=0.90
0.60 e 0o=1.0
*— None
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Car Finance IT Health Sports TourisnEducationCulture Military
Category
Fig. 4 F1 score of each category when « takes different values

method introduced in Section 3.3. We designed three
experiments, all with the first improved CHI formula and
a threshold of 0.8. The experimental results are shown in
Fig. 6:

According to Fig. 6, it can be seen that the classification
accuracy of method 1 is the lowest. The reason is that this
method adds the weights of all the synonymy words as the
weight of the feature, but a word and its synonym words
appear in more than one category. This simple superposi-
tion will make the feature differentiate the category worse.
In contrast, methods 2 and 3 use the combined synonym
as a one-dimensional feature and achieve better classi-
fication results and F1 scores. In contrast, method 2 is
more effective which shows that the maximum value of
the synonym is a better method because it can represent
the maximum abilities of all synonyms to differentiate the
text categories. By multiplying the power of 1.1 by the n,
method 3 incorrectly increases the ability of the feature to
distinguish text categories.

6 Conclusions

In this paper, we propose the SM-CHI feature selec-
tion method based on the common method used in
Chinese text classification. This method mainly considers

Car Finance T Health Sports Tourism Edu Culture Mil
o =050 0.729 0.701 0579 0.833 0.769 0.805 0.704 0.693 0.900
o = 0.60 0.747 0.787 0.709 0.872 0.815 0.810 0.712 0.713 0.895
o =070 0.734 0.814 0.803 0.874 0919 0.817 0.694 0.764 0.896
a =075 0.757 0813 0.825 0.861 0.946 0.808 0.726 0.779 0.900
o =080 0.763 0.821 0.828 0.931 0.949 0.827 0.726 0.819 0.903
o =085 0.763 0.812 0.818 0.931 0.937 0.821 0.721 0.804 0.889
o =090 0.782 0.783 0.808 0.943 0.945 0.781 0.720 0.802 0913
a=10 0.782 0.781 0.788 0.932 0.936 0.789 0.714 0.794 0.897
None 0.782 0.776 0.783 0.935 0.936 0.778 0.711 0.788 0.901
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part of speech tagging, improved CHI formula and syn-
onym merging. In addition, this paper proposes an update
method for calculating the weight of feature words after
synonym merging to obtain a more accurate vector repre-
senting of the text for classifier processing. The results of
the experiment proves that the feature dimension can be
reduced and the accuracy and effectiveness of text clas-
sification can be improved at the same time with this
method.

In the future, we will focus on using synonym simi-
larity calculation method based on “HowNet” instead of
“Tong YiCi CiLin’, because “HowNet” uses more than 1500
generics to build a unique knowledge description form
and rich lexical semantic knowledge, so that we can more
accurately calculate the similarity of words. What is more,
SVM and neural networks have become the mainstream
classifier in the text classification system because of its
high accuracy, so we will use SVM or neural network
instead of Naive Bayesian classification.
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