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Abstract

In information extraction, it is useful to know
if two signifiers have the same or very simi-
lar semantic content. Maintaining such infor-
mation in a controlled vocabulary is, however,
costly. Here it is demonstrated how synonyms
of medical terms can be extracted automati-
cally from a large corpus of clinical text using
distributional semantics. By combining Ran-
dom Indexing and Random Permutation, dif-
ferent lexical semantic aspects are captured,
effectively increasing our ability to identify
synonymic relations between terms. 44% of
340 synonym pairs from MeSH are success-
fully extracted in a list of ten suggestions.
The models can also be used to map abbrevia-
tions to their full-length forms; simple pattern-
based filtering of the suggestions yields sub-
stantial improvements.

1 Introduction

The choice of words in a text depends on several fac-
tors, such as by and for whom it is produced. In a
health care setting, for instance, records may reflect
both care provider and patient competence, the med-
ical topic of interest and narrative aspects (Rosen-
bloom et al., 2011). This entails that one and the
same concept is often signified by different forms,
both through the use of synonyms and abbreviations.

For information extraction to be fully effective, it
is important that these alternative lexical instantia-
tions are associated with their corresponding con-
cept in a medical controlled vocabulary, e.g. in

UMLS1. To develop such terminological resources
manually is time-consuming. There is thus a need
for (semi-)automatic methods for vocabulary expan-
sion, especially ones that can adapt to the language
used in the clinical reality and to different genres of
clinical text, as well as to changes over time.

The aim of this study is to investigate and refine
a method that fulfills these requirements, namely to
apply models of distributional semantics to a large
corpus of clinical text. These models quantify the
semantic similarity between words based on co-
occurrence information and can therefore be used to
find potential synonyms of medical terms, as well
as to find abbreviation-word pairs. A number of
word spaces, based on Random Indexing and Ran-
dom Permutation – as well their combination in var-
ious ways – are evaluated for their ability to extract
related medical terms.

2 Background

2.1 Synonyms

Synonyms are different word forms with closely re-
lated meanings. They are typically interchangeable
in one context but not in another (Yule, 1996). Per-
fect synonyms – interchangeable in any context – are
practically non-existent (Edmonds and Hirst, 2002).
Instead, we often speak of near synonyms, which
may differ in emphasis, formality or collocational
properties (Inkpen and Hirst, 2006).

In domains such as life science and medicine, ab-
breviations and acronyms are common (Lu et al.,

1Unified Medical Language System: http://www.nlm.
nih.gov/research/umls/
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2009). Like synonyms, abbreviations and acronyms
are interchangeable with their full-length forms.

If perfect synonyms are rare, how may we mea-
sure the degree of synonymy, or semantic similar-
ity? Two means of defining semantic similarity are
based on topological proximity and statistical mea-
sures (Batet et al., 2011). In the first set of ap-
proaches, ontological knowledge is taken into ac-
count, e.g. by utilizing the taxonomical structure of
a biomedical ontology to obtain a measure of simi-
larity between terms, based on the number of shared
and non-shared hypernyms. Statistical measures, on
the other hand, are typically based on co-occurrence
or information content, i.e. the amount of informa-
tion provided by a given term based on its probabil-
ity of occurring in a corpus. Semantic similarity is a
specialization of the notion of semantic relatedness;
Zhang et al. (2012) provide an in-depth survey of
related terminology, methods and their evaluation.

2.2 Word Space Models

In information retrieval, the vector space
model (Salton et al., 1975) has been successfully
applied to tasks such as automatically detecting se-
mantic relations between documents in a collection.
However, a fundamental deficiency of this model is
that it does not take into account the variability of
word choice due to, for instance, synonymy. Latent
Semantic Indexing (LSI) (Deerwester et al., 1990)
is an implementation of the vector space model,
created to overcome the problem of synonymy
affecting recall by making it possible to detect
semantic relations between terms. Hence, it is
often appropriately referred to as the word space
model. The underlying idea is the distributional
hypothesis (Harris, 1954), which states that words
with similar distribution in language have similar
meanings. This allows us to quantify the semantic
similarity of words by comparing their distributional
profiles. LSI in its original conception has received
some criticism for its poor scalability properties,
as well as for the fact that the model needs to be
completely rebuilt each time new content is added.

Random Indexing (RI) (Kanerva et al., 2000) is a
more recent method with better scalability that in-
crementally builds a word space of contextual in-
formation by utilizing co-occurrence information.
Each unique term in the corpus is assigned a static

index vector, consisting of zeros and a small num-
ber of randomly placed 1s and -1s. Each term is also
assigned an initially empty (only zeros) context vec-
tor, which is incrementally updated by adding the
index vectors of the surrounding words within a slid-
ing window, weighted by their distance to the target
term. The size of the window and the dimensionality
of the vectors are predefined and remain unchanged
throughout indexing.

Random Permutation (RP) (Sahlgren et al., 2008)
is a variation of RI that incorporates the same de-
sirable properties as RI, but attempts also to capture
term-order information. RP is inspired by the work
of Jones and Mewhort (2007) and their BEAGLE
model that uses vector convolution to incorporate
term-order information in the word space model. RP
is a computationally lighter alternative to this ap-
proach. Order vectors are here generated in a simi-
lar way as context vectors in RI, but the index vec-
tors of the terms in the sliding window are permuted
(i.e. shifted) according to their direction and dis-
tance from the target term before they are added to
its context vector.

2.3 Related Research
Identification, disambiguation and generation of ab-
breviations and synonyms have been subjects of in-
terest in several different areas of life-science and
medicine (see e.g. Schwartz and Hearst, 2003; Ruiz-
Casado et al., 2005; Limsopatham et al., 2011).
For instance, a rule-based approach is studied by
Conway and Chapman (2012), where variations of
synonyms from lexical databases are generated (us-
ing term re-ordering, abbreviation generation, etc.)
and verified against a corpus of clinical text. This
method, however, fails to capture lexical instantia-
tions of concepts that do not share morphemes or
letters with the seed term.

Attempts have also been made to utilize struc-
tural elements of the documents from which the se-
mantic relations between terms are derived. For in-
stance, Bøhn and Nørvåg (2010) use the internal
links in Wikipedia to identify synonyms of named
entities. While an effective approach, it is not fea-
sible with health record data since this is not exten-
sively linked.

A viable method for extracting semantic relations
from unstructured text is based on the word space
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model (see Section 2.2), which has performed well
on tasks such as taking the TOEFL2 test. By includ-
ing order information, RP is shown to outperform RI
at this particular task (Sahlgren et al., 2008). This
approach of combining RI and RP for extraction of
medical synonyms from clinical text has, however,
not been studied previously.

3 Method

3.1 General Approach
The general idea behind the approach in this study
is to combine multiple word spaces, in which the se-
mantic relations between words have been modeled
slightly differently, in an attempt to increase the like-
lihood of being able to identify synonym pairs. The
word spaces are in this case induced from a large
corpus of unstructured clinical text.

Two sets of models are built: one based on RI
and one based on RP. In addition to using the mod-
els separately, we combine them in various ways.
In doing so we hope to exploit different semantic
properties of words3 and ultimately boosting the re-
sults. We build a number of word spaces of each
type with different model parameters. In particular,
we experiment with the size of the sliding window,
which affects the types of semantic relations that are
modeled. We also build RP models with and without
stop words4. Combining models not only allows us
to exploit the advantages of RI and RP, but also to
combine models with different parameter settings.

The models and their combinations are then used
to generate a list of candidates for synonyms, ab-
breviations or abbreviation expansions for a given
query term. This is carried out by calculating the
distributional similarity between the query term and
all other terms in the index – i.e. by taking the co-
sine of the angles between their vectorial represen-
tations – and returning the terms closest in the word
space. Subsequently, post-processing filtering of the
candidates is performed in an attempt to improve
the results. The models are evaluated for their abil-
ity to detect three types of relations: synonym pairs

2Test of English as a Foreign Language
3Sahlgren et al. (2008) showed that word spaces containing

context vectors and order vectors have only 33% overlap.
4As function words are important to the syntactic structure,

Jones and Mewhort (2007) include stop words when building
models of order information, but not for context information.

(Syn), abbreviation-expansion pairs (Abbr→Exp)
and expansion-abbreviation pairs (Exp→Abbr).

3.2 Experimental Setup

3.2.1 Data
The data used in these experiments was extracted
from the Stockholm EPR Corpus (Dalianis et al.,
2009), which contains health records written in
Swedish5. The data set, from which the models are
induced, comprises documents that each contains
clinical notes documenting a single patient visit at a
particular clinical unit. The data was pre-processed
by removing punctuation marks and digits, while
lemmatization was done using the Granska Tag-
ger (Knutsson et al., 2003). Two versions of the
data set were created: one in which stop words have
been removed (∼22.5m tokens) and one in which
they have been retained (∼42.5m tokens).

3.2.2 Model Combinations
The experiments were aimed at evaluating RI and
RP models6 – built with different parameter settings
– and various combinations of the two. For all
models, window sizes of two (1+1), four (2+2)
and eight (4+4) surrounding words were used. In
addition, an RI model with a window size of twenty
(10+10) was experimented with, both in isolation
and in combination with RP models with window
sizes of two and four. The RP models were created
with and without stop words. The five models and
model combinations are:

Random Indexing (RI). Context information. Re-
trieves terms that have contextually high similarity
to the query term; term order is ignored.

Random Permutation (RP). Order information.
Given a query term, the RP model retrieves terms
that have statistically similar neighbors at the
same relative positions. This means that the most

5This research has been approved by the Regional Ethical
Review Board in Stockholm (Etikprövningsnämnden i Stock-
holm), permission number 2009/1742-31/5.

6JavaSDM (http://www.nada.kth.se/∼xmartin/java/) served
as the basis for the implementation. We used a dimension-
ality of 1,000 with 8 non-zero elements in the index vectors.
For RI, the weights of the index vectors were calculated as
weighti = 21−distit , where distit is the distance to the tar-
get word.
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similar terms are likely to have similar grammatical
properties as the query.

Random Indexing with Random Permutation
Filtering (RI RP). Finds the top ten terms in the
RI model that are among the top thirty terms in the
RP model. The intuition behind this is to see if
synonyms can be detected by trying to make sure
that the set of selectable contextually related terms
also have similar grammatical properties.

Random Permutation with Random Indexing
Filtering (RP RI). Finds the top ten terms in the
RP model that are among the top thirty terms in
the RI model. This is included to see if using the
opposite of the above model order will yield any
interesting results.

Random Indexing + Random Permutation,
(RI+RP). Sums the similarity scores of each sug-
gestion for the query as given by the two models.

3.2.3 Post-Processing
In order to discard poor suggestions automatically
and retrieve potentially better ones, the following
post-processing, or filtering, rules were constructed:

Syn =

{
True if (Cos ≥ 0.60) ∨ (Cos ≥ 0.40 ∧Rank < 9)

False Otherwise

Exp→ Abbr =

{
True if (Len < 5) ∧ (Subout = True)

False Otherwise

Abbr → Exp =

{
True if (Len > 4) ∧ (Subin = True)

False Otherwise

Cos : Cosine similarity between suggestion and query term.

Rank : The rank of the suggestion, ordered by cosine similarity.

Subout : Whether each letter in the suggestion is present

in the query term, in the same order, and the initial letter identical.

Subin : Whether each letter in the query term is present.

in the suggestion, in the same order, and the initial letter identical.

Len : The length of the suggestion.

For synonym extraction, rank and cosine similar-
ity thresholds were set to maximize precision, with-
out negatively affecting recall. For valid abbrevia-
tions/expansions, each letter in the abbreviation had

to be present in the expanded word (in the same or-
der), while the length of abbreviations and expan-
sions was restricted. Evaluated on the development
set for the their ability to classify the top-ten sugges-
tions as correct/incorrect, the post-processing rules
obtained the following results: Syn: 0.051 preci-
sion, 1 recall; Abbr→Exp: 0.34 precision, 0.98 re-
call; Exp→Abbr: 0.89 precision, 1 recall.

The post-processing filtering rules were employed
in two different ways. In the first approach, the mod-
els were forced to make a predefined number (ten)
of suggestions, irrespective of how good they were
deemed to be by the model. Suggestions were re-
trieved by the model until ten had been classified as
correct according to the post-processing rules or one
hundred suggestions had been processed. If less than
ten were classified as incorrect, the highest ranked
discarded terms were used to populate the remain-
ing slots in the final list of suggestions. In the sec-
ond approach, the models were allowed to suggest a
dynamic number of terms, with a minimum of one
and a maximum of ten. If none of the highest ranked
terms were classified as correct, the highest ranked
term was suggested.

3.2.4 Evaluation
Known abbreviation-expansion pairs and known
synonyms were used as test data, and the models
were evaluated for their ability to produce the ex-
pected abbreviation/expansion/synonym among ten
suggestions. Test data for abbreviations was derived
from Cederblom (2005), while the Swedish version
of MeSH7 and its extension (KIB, 2012) were used
for synonyms (Table 1).

Since neither the meaning of multiword expres-
sions nor very rare words can be captured by the
constructed models, only pairs of unigrams that oc-
curred at least fifty times in the corpus were used as
test data. Moreover, hypernym/hyponym and other
non-synonym pairs found in the UMLS version of
MeSH were also removed from the test data.

The models were tested using each abbreviation,
abbreviation expansion and synonym in the devel-
opment set as a query; recall for including the
corresponding abbreviation(s)/expansion(s) or syn-
onym(s) in the top ten suggestions was measured.

7Medical Subject Headings (http://www.ncbi.nlm.
nih.gov/mesh) is a part of UMLS.
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Set Type Size 2 cor 3 cor
Abbr→Exp (Development) 117 9.4% 0.0%
Abbr→Exp (Evaluation) 98 3.1% 0.0%
Exp→Abbr (Development) 110 8.2% 1.8%
Exp→Abbr (Evaluation) 98 7.1% 0.0%
Syn (Development) 334 9.0% 1.2%
Syn (Evaluation) 340 14% 2.4%

Table 1: Test data was randomly split into a develop-
ment set and an evaluation set. Size shows the number
of queries, 2 cor shows the proportion of queries with
two correct answers and 3 cor the proportion of queries
with three correct answers. The remaining queries have
one correct answer.

For the model and parameter setting that yielded the
best results for each of the three query types, dif-
ferent post-processing techniques were evaluated on
the development data. Finally, recall and precision
for the best models were measured on the evaluation
data, both before and after post-processing.

4 Results

The optimal model parameters vary across models
and model combinations, as can be seen in Table 2.
It also depends on which task the models are ap-
plied to. The best results for all three tasks are
obtained when the similarity scores of RI and RP
are combined (RI+RP). For abbreviation expansion
(abbr→exp), the best result is obtained when a slid-
ing window of size four is used in both models, with
the RP model trained on the data set that includes
stop words: 0.42 recall. This model configuration is
also the most successful when matching full-length
words to their abbreviated forms (exp→abbr), al-
though a larger window size of eight yields the same
result: 0.32 recall. For identifying synonyms (syn),
however, combining an RI model with a signifi-
cantly larger window size (twenty) and an RP model
with stop words and a window size of four yields the
best result: 0.40 recall.

In an attempt to identify general trends for indi-
vidual parameter settings, average scores have been
calculated where a single variable is held constant
at a time. In Table 3, the various models and their
combinations are evaluated without considering any
of the model parameters. As expected, the RI+RP
combination is the most successful overall.

In Table 4, the effect of the window size is eval-
uated. Here there is no clear tendency, except that
a window size of four or eight seems to work rela-
tively well. However, combining an RI model with
a very large window size (twenty) and an RP model
with a window size of four works equally well.

In Table 5, the effect of applying RP models on
data with or without removing stop words is evalu-
ated. Although the best model combinations almost
invariably include the use of an RP model with stop
words, when looking at the average across all mod-
els and their combinations, there is little difference.

Based on the results in Table 2 – evaluated on
the development set – the best model configurations
were selected. This data set was also used to gener-
ate the post-processing rules. To evaluate the gen-
eralizability of the model selection and the post-
processing, they were applied to the evaluation set
(Table 6). Compared to the preliminary results, the
performance of the models dropped quite a bit on the
abbr→exp and exp→abbr tasks, with 0.31 and 0.20
recall respectively. On the synonym task, however,
recall increased from 0.40 to 0.44.

Model Abbr→Exp Exp→Abbr Syn
RI 0.32 0.25 0.36
RP 0.33 0.27 0.31
RP RI 0.33 0.28 0.35
RI RP 0.34 0.27 0.33
RI+RP 0.37 0.29 0.37

Table 3: Average results (recall, top ten) of the models
and their combinations on the three tasks.

Sl. Window Abbr→Exp Exp→Abbr Syn
2 0.31 0.23 0.30
4 0.35 0.29 0.35
8 0.36 0.29 0.37
20 RI, 2 RP 0.34 0.27 0.34
20 RI, 4 RP 0.36 0.29 0.37

Table 4: Average results (recall, top ten) of the models
with different (sliding) window sizes on the three tasks.

The post-processing yields a substantial improve-
ment on recall for abbreviations: 11 (abbr→exp)
and 13 (exp→abbr) percentage points respectively
on the two tasks. For synonyms, however, there is
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Model Abbr→Exp Exp→Abbr Syn
Best Config. Result Best Config. Result Best Config. Result

RI RI 4 0.33 RI 4/8 0.26 RI 20 0.39
RP RP 4/8 0.37 RP 8 0.31 RP 4/8 0.35
RP RI RI 20, RP 4 sw 0.35 RI 4/20, RP 4 sw 0.30 RI 8, RP 8 (sw) 0.38

RI 20, RP 2 sw 0.38
RI RP RI 8, RP 8 sw 0.38 RI 8, RP 8 0.30 RI 8, RP 8 0.39
RI+RP RI 4, RP 4 sw 0.42 RI 4, RP 4 sw 0.32 RI 20, RP 4 sw 0.40

RI 8, RP 8 sw 0.32

Table 2: Results (recall, top ten) of the best configurations for each model (combination) on the three tasks. The
configurations are described according to the following pattern: model windowSize. For RP, sw means that stop
words are retained in the model. A slash means that either configuration could be used; brackets indicate an optional
configuration.

Stop Words Abbr→Exp Exp→Abbr Syn
RP w/ SWs 0.35 0.28 0.34
RP w/o SWs 0.34 0.27 0.35

Table 5: Average results (recall, top ten) of the RP models
(and their inclusion in the model combinations) with or
without stop words on the three tasks.

no improvement; in fact, the recall drops a percent-
age point. When allowing the models to suggest a
dynamic number of terms – but at most ten – it is
not possible to improve on the recall obtained by the
previous post-processing option. Instead, improved
precision is the aim of this mode. For abbreviations,
precision increases by three (abbr→exp) and seven
(exp→abbr) percentage points respectively. Again,
no improvement is observed for synonyms. It should
be noted that this option may have a negative impact
on recall; however, since recall was maximized at
the expense of precision when designing the rules,
the impact is in this case almost negligible.

To investigate how term frequency may affect per-
formance, results on the synonym tasks are reported
based on frequency thresholds for the synonym pairs
(Table 7). This shows that results improve as the
number of observations in the data increases, up un-
til the five hundred frequency mark.

5 Discussion

For both synonym extraction and abbreviation-word
mapping, combining RI and RP yields improve-
ments over using only one of the models in isolation,

Frequency Threshold Recall (95% CI)
50 0.40 (± 0.05)
100 0.46 (± 0.07)
200 0.49 (± 0.09)
300 0.53 (± 0.10)
400 0.54 (± 0.12)
500 0.52 (± 0.13)

Table 7: Recall values with lower thresholds for the num-
ber of occurrences of the synonym pairs in the data.

indicating that contextual and more order-dependent
relations supplement each other in such tasks. Thus,
if two lexical items are both distributionally simi-
lar and share grammatical properties, they are more
likely to be synonymous.

Although another advantage of this approach is
enabling models with different parameter settings to
be combined, the best results on the two abbrevia-
tion tasks were obtained by combining RI and RP
models with identical window sizes (four or eight).
The optimal window sizes in these experiments are
roughly in line with those reported by Sahlgren et
al. (2008), suggesting that synonym extraction by
means of distributional semantics may be transfer-
able across domains. On the synonym task, com-
bining a large-context RI model with a somewhat
smaller window in the RP model performed best;
however, the improvement yielded by this combina-
tion is almost negligible. The only conclusion that
can be made with some confidence is that a win-
dow size of two is too small when performing these
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Abbr→Exp Exp→Abbr Syn
P R P R P R

Model RI 4+RP 4 sw RI 4+RP 4 sw RI 20+RP 4 sw
Without post-processing 0.05 0.31 0.03 0.20 0.07 0.44
With post-processing 0.08 0.42 0.05 0.33 0.08 0.43
Dynamic # of suggestions 0.11 0.41 0.12 0.33 0.08 0.42

Table 6: Results (P = precision, R = recall, top ten) of the best models with and without post-processing on the three
tasks. Dynamic # of suggestions allows the model to suggest less than ten terms in order to improve precision. The
results are based on the application of the model combinations to the evaluation data.

tasks. By the same token it is hard to state some-
thing definite regarding the choice of whether to in-
clude stop words in the RP models. However, since
most of the best model combinations include an RP
model with stop words, they seem to contribute to
capturing the grammatical properties of neighboring
words and are useful given that sufficient (semanti-
cally valuable) contextual information – provided by
the RI model without stop words – is available.

Since the targeted application was primarily semi-
automatic development of terminologies – in which
useful additions are manually selected from a rea-
sonable number of candidates – a system able to sug-
gest correct synonyms in almost half of the cases is
useful. It should be noted, however, that many of the
suggestions that were labeled as incorrect were nev-
ertheless reasonable candidates, e.g. spelling vari-
ants, which would be desirable to identify from an
information extraction perspective. Many of the
suggestions were, however, non-synonymous terms
belonging to the same semantic class as the query
term, such as drugs, family relations, occupations
and diseases. In general, the more frequently occur-
ring synonym pairs were easier to detect. The ones
that were not detected could perhaps be explained
by homonymity and synonym pairs being preferred
by different medical professions – these may not al-
ways occur in the same context.

Better results are achieved for synonym extraction
than for abbreviation expansion, although the latter
is intuitively a less complex task. This is probably
due to the ambiguity of medical abbreviations, en-
tailing that abbreviations in the clinical corpus often
have a meaning other than the expansion included
in the test data. The simple post-processing filtering
of candidate terms was, however, as expected, more

effective for abbreviations than synonyms. An im-
provement of over ten percentage points in this case
is substantial and demonstrates the potential of such
techniques for abbreviation expansion.

Directions for future work could include explor-
ing additional variants of RI, e.g. direction vectors
(Sahlgren et al., 2008) and Reflective Random In-
dexing (Cohen et al., 2010), as well as improving the
post-processing filtering. A limitation of the current
models is that they are restricted to unigrams; this
needs to be addressed, as many synonym pairs are
multiword expressions of varying length.

6 Conclusion

Our experiments show that multiple word space
models can be combined to improve automatic ex-
traction of synonym candidates and abbreviation-
word pairs from clinical text. The best results are
achieved by summing the similarity scores from
Random Indexing and Random Permutation models.
Further improvements are made in the abbreviation-
word mapping task by applying a set of simple
post-processing rules. Although there is room for
improvement, this study demonstrates that this ap-
proach can serve as useful terminology development
support in the medical domain.
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