STAT 211






                           

Handout 8(Chapter 8)

Tests of Hypotheses Based on a Single Sample

A hypothesis is a claim or statement either about the value of a single population characteristic or about the values of several population characteristics.

Statistical testing involves two complementary hypotheses:

H0: null hypothesis

Ha :alternative hypothesis

Both of them are based on population characteristics.

One-sided (One-tailed) test:

Lower tailed: 
H0: population characteristics ( claimed constant value

       
(Left-sided)
Ha: population characteristics < claimed constant value

Upper tailed: 
H0: population characteristics ( claimed constant value

       
(Right-sided)
Ha: population characteristics > claimed constant value

Two-sided (Two-tailed) test: H0: population characteristics = claimed constant value

      Ha: population characteristics ( claimed constant value

Example 1: Write the H0 and Ha for the following.

· The burning rate of propellant is an important product characteristic.  Specifications require that the mean burning rate must be 50 cm/s.  

· The sugar content of the syrup in canned peaches is normally distributed and the variance is thought to be exceeding 18 mg2.

· Consider the defective circuit data. Test the claim that the fraction of defective units produced is less than 0.05.

· Pizza hut, after test-marketing a new product called Bigfoot Pizza, concluded that the introduction of The Bigfoot nationwide would increase their average sales by more than their usual 14.

· A television manufacturer claims that at least 90% of its sets will need no service during the first three years of operation.

· Water samples are taken from water used for cooling as its being discharged from a power plant into river.  It has been determined that as long as the mean temperature of the discharged is at most 150(F, there will  be no negative effects on the river's ecosystem. 

Hypothesis testing involves two complementary actions or choices, reject H0 and fail to reject H0. A major concern in hypothesis testing is controlling the incidence of the two kinds of errors:

( = P(Type I error) = P(reject H0  when it is true) 

( = P(Type II error) = P(fail to reject H0  when it is false)

1-( = 1-P(Type II error) = P(reject H0  when it is false)

( is also called as the significance level and 1-( as the power of the test.

The following table summarizes the decisions:

       Acts

	Events
	Fail to reject H0
	Reject H0

	H0 is true
	Correct Decision
	Type I error

	H0 is false
	Type II error
	Correct Decision


Example 2: Identify the type I, type II errors and correct decisions for the following hypotheses.

1. The FDA needs to test whether a new allergy medicine is harmful.  If a pill contains more than 200 mg of the drug, it could cause severe problems, so they test 
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 (drug toxic).  

a. They cannot prove the drug is toxic even though it is.

b. They conclude that the drug is toxic when actually it is safe.

c. They conclude that the pill does have enough of the drug to be effective when it is actually toxic.

d. They conclude that the pill does not have enough of the drug to be effective when it is actually safe.

2. H0: New power cell's lifetime does not exceed old one's

a. Change to new when old lasts as long or longer

b. Keep old when  new lasts longer

c. Keep old when old lasts as long or longer

d. Change to a new when new lasts longer

Test statistic: A function of the sample data on which the decision will be based.

Rejection region: The set of all test statistic values for which H0 will be rejected.

Example 2: The following hypotheses are to be tested: 
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.  Assume that the population standard deviation is (=28 and the sample size is n=100.  The following decision rule applies:

Fail to reject  
[image: image5.wmf]0

H

 if  
[image: image6.wmf]104

_

£

x


Reject   
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(a) Determine the type I error probability, ( when (=100 and type II error probability, ( when (=110.

(b) Change the value 104 to 105. Recompute the type I error probability, ( when (=100 and type II error probability, ( when (=110.

(c) Is the ( and ( in part (b) are larger than the ( and ( in part (a)

How do we improve ( and (?

Exercise 8.9: Two different companies have applied to provide cable TV in a certain region

p=proportion of all potential subscribers who favor the first company over the second one.

Test 
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based on random sample of 25 individuals 

X: the number in the sample who favor the first company over the second one

(a) Which of the following is the possible rejection region?

R1={x: x ( 7 or x ( 18}

R2={x: x ( 8}

R1={x: x ( 17}

(b) What is the probability distribution of X?

(c) What is the probability of type I error?

(d) What is the probability of type II error when p=0.3?

(e) What is the power when p=0.3?

(f) What would you conclude if 6 out of 25 individuals favored company 1?

(g) What would you conclude if 6 out of 25 individuals favored company 2?

P-value :  The probability that the test statistic will take on a value that is at least as extreme as the observed value of the statistics when the null hypothesis is true.  It is the smallest level of significance at which the null hypothesis would be rejected.  It is customary to call the test statistic (and the data) significant when the null hypothesis is rejected. 

Hypothesis testing for:
I. Population characteristics: Population mean, (
(0 is the claimed constant. 
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 are the population and sample standard deviation of 
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Test statistic :
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       if   ( is unknown  for a large sample (n >40)
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  if  ( is unknown for a normal population distribution with small sample

Decision can be made in one of the two ways:

a. Let z* or  t*  be the computed test statistic values.

	

	if   ( is known or ( is unknown with large sample size
	if   ( is unknown for a normal population distribution

	Lower tailed test
	P-value = P(z<z*)
	P-value = P(t<t*)

	Upper tailed test
	P-value = P(z>z*)
	P-value = P(t>t*)

	Two-tailed test
	P-value = 2P(z>|z*|)=2P(z<-|z*|)
	P-value = 2P(t > |t*| )=2P(t <- |t*| )



In each case, you reject  H0  if  P-value ( ( and fail to reject  H0  (accept H0) if  P-value > (
b. Rejection region for level ( test:

	

	if   ( is known or ( is unknown with large sample size
	if   ( is unknown for a normal population distribution

	Lower tailed test
	z ( -z(
	t ( -t(;n-1

	Upper tailed test
	z (  z(
	t (  t(;n-1

	Two- tailed test
	z ( -z(/2 or z (  z(/2
	t ( -t(/2;n-1 or t (  t(/2;n-1


There is a table on page 325 of your textbook (5th edition) which gives you the formulas for computing type II error probabilities with fixed type I error probability and computing sample size when you know the probability of both errors for the normal distribution with known (.

Example 3: An aptitude test has been used to test the ability of fourth graders to reason quantitatively.  The test is supposed to be calibrated so that the scores are normally distributed with a mean of 50 and standard deviation of 10.  It is suspected that will increase exposure to computer learning.  That is, it is suspected that the mean score is no longer 50, although ( remains the same.  The suspicion may be tested based on a sample of students who have been exposed to a certain amount of computer-assisted learning.  If the test is administered to a random sample of 500 fourth graders and the sample mean is found to be 51.07, is the suspicion confirmed?

Example 4: I want to see how long on the average, it takes Drano to unclog a sink.  In a recent commercial, the stated claim was that it takes on the average, 15 minutes.  I wanted to see if that claim was true, so I tested Drano on 64 randomly selected sinks. I found that it took an average of 18 minutes with standard deviation of 2.5 minutes. Was their claim false?  How would your answer be different if you have tested Drano on 25 randomly selected sinks and found that it took an average of 18 minutes with standard deviation of 2.5 minutes. 

Example 5: The breaking strength of yarn used in manufacturing drapery material is required to be at least 100 psi.  Past experience indicated that the standard deviation of breaking strength is 2 psi.  A random sample of nine specimens is tested , and the average breaking strength is found to be 98 psi.  

a. Should the fiber be judged acceptable? 

b. Shat is the P-value for this test? 

c. What is the probability of accepting the null hypothesis at (=0.05 if the fiber has a true breaking strength of 104 psi?  

d. Find a 95% two sided C.I on the true mean breaking strength.  

II. Population characteristics: Population proportion, p

p0 is the claimed constant. 
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is the standard deviation of p.

Test Statistics: 
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Decision can be made in one of the two ways:

a. Let z* be the computed test statistic value.

Lower tailed test:  P-value =
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Upper tailed test then reject H0  if   P-value =
[image: image21.wmf]*)

(

z

z

P

>


Two-tailed test then reject H0  if P-value =
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In each case, reject H0 when P-value ( (  and fail to reject H0 when P-value > (. 

b. Rejection region for level ( test:

Lower tailed test: reject H0  if  
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Upper tailed test then reject H0  if   
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Two-tailed test then reject H0  if 
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There is a table on page 336 of your textbook (5th edition) which gives you the formulas for computing type II error probabilities with fixed type I error probability and computing sample size when you know the probability of both errors.

Small sample tests will be discussed in class.

Example 6: Drug testing of job applicants is becoming increasingly common.  The associated press reported that 12.1% of those tested in California tested positive.  Suppose that this figure had been based on a sample size 600, with 73 testing positive.  Does this support a claim that more than 10%of job applicants in California test positive for drug use?

Example 7: Let p denote the probability that a coin will land heads side up.  The coin is tossed 50,000 times, and 25,250 heads result.  Using a significance level of 0.05, would you reject the assertion that the coin is fair? From a practical point of view, does the unfairness of the coin bother you? 

Example 8: A random sample of 50 suspension helmets used by motorcycle riders and automobile race-car drivers was subjected to an impact test, and on 18 of these helmets some damage was observed.

(a) Find 95% two-sided confidence interval on the true proportion of helmets of this type that would show damage from this test.

(b) Using the point estimate of p obtained from the preliminary sample of 50 helmets, how many helmets must be tested to be 95% confident that the error in estimating the true value is less than 0.02?

(c) How large must be the sample be if we wish to be at least 95% confident that the error in estimating p is less than 0.02, regardless of the true value of p?

(d) Do the data support the claim that the true proportion of helmets of this type that would show damage from this test is less than 0.50, using (=0.05?

III. Population characteristics: Population variance, (2 and standard Deviation, ( 

The population of interest is normal, so that X1, X2, ...,Xn constitutes a random sample from a normal distribution with parameters ( and (2.  
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Test Statistics: 
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Decision can be made in one of the two ways:

Let 
[image: image32.wmf]2

calc

c

be the computed test statistic value.  Rejection region for level ( test:

Lower tailed test: reject H0  if  
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Upper tailed test then reject H0  if   
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Two-tailed test then reject H0  if 
[image: image37.wmf]2

calc

c

<
[image: image38.wmf]2

1

;

2

/

1

-

-

n

a

c

or  
[image: image39.wmf]2

calc

c

>
[image: image40.wmf]2

1

;

2

/

-

n

a

c


Example 9: An automatic filing machine is used to fill bottles with liquid detergent.  A random sample of 20 bottles results in a sample variance of fill volume 0.0153 (fluid ounces)2.  If the variance of fill volume exceeds 0.01 (fluid ounces)2, an unacceptable proportion of bottles will be underfilled and overfilled.  Is there evidence in the sample data to suggest that the manufacturer has  a problem with underfilled and overfilled bottles.  Use a significance level 0.05 and assume that fill volume has a normal distribution to answer the question.
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