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Abstract

This paper proposes a method of computing a sim-
ulation of retrieving synonyms for a word. In this
method, word vectors in a multi-dimensional space
are derived from dictionary definitions and used to
calculate degrees of semantic similarity between the
words. Based on human subject experiments, stan-
dard synonyms for 200 Japanese words were col-
lected for evaluating the simulation. These syn-
onyms were associated by 200 subjects and judged
to be appropriate by half of other 76 subjects.
The average precision of the retrievals based on
the proposed method using a Japanese dictionary
was higher than that based on a method using co-
occurrence vectors acquired from a one-year volume
of Japanese newspaper articles. The method was re-
fined from the viewpoints of how to reduce the di-
mensions of the space and how to select the vocabu-
lary to be retrieved.

1 Introduction

The idea of using word vectors in a multi-
dimensional space has been applied to measuring
the degree of semantic similarity between words and
between textual data. Recently, several methods of
automatic acquisition of word vectors from textual
data have been proposed (Hindle, 1990; Schutze,
1992; Niwa and Nitta, 1994) and applied to sev-
eral kinds of textual processing such as solving word
sense disambiguation (Niwa and Nitta, 1994), infor-
mation retrieval (Schutze and Pedersen, 1995), and
knowledge management (Yukawa et al., 2001).

The other application of word vectors built au-
tomatically is computer simulation of human judg-
ment based on semantic memory of words. In
psychological studies, word vectors whose fea-
tures were acquired from human-subject experi-
ments were used to guess the mental model of hu-
mans (Osgood, 1952; Deese, 1965). Therefore,
there is a possibility that text-based word vectors
can also be used to simulate human judgment of the
semantic similarity between words. One of the ba-
sic tasks related to word similarity is the retrieval
of synonym, since the simulation may be simply re-
alized by calculating degrees of similarity between
the vector of a given word and all other vectors and
then by selecting words whose degrees of similar-
ity are considerably high. Some studies of building
text-based word vectors showed examples of find-
ing similar words by using word vectors. However,
there has been no quantitative evaluation of how
close these simulations were to human judgment in
synonym retrieval. This is mainly because that no
appropriate database had been developed on human
judgment of synonyms, especially in Japanese.

In this paper, we examine computer simulation
of human synonym retrieval using word vectors
made from text data. The paper also explains that
how to build the standard database of synonyms
derived from human-subject experiments and how
close simulation is to the database.

2 Automatic Acquisition of Word Vectors

Several methods of building word vectors from text
data and using them for different purposes and with
different kind of source text data have been pro-



posed. However, they all share the following basic
processes.

1. Getting “rough” word vectors whose elements
are weights of features for the words from text
data.

2. Transforming the rough word vectors into word
vectors whose features are independent of each
other.

3. Calculating a degree of similarity between the
words using their word vectors.

In the following, we explain these procedures and
the features of the existing methods.

2.1 Rough Word Vectors from Source Text
Data

Features of words in text data are extracted from the
data, and rough word vectors whose elements are
“weights” of the features are made. Here, n (≥ 1)
words of vocabulary, which are included in the text
data and whose vectors are acquired, are defined as
N (= {w1, · · · , wn}). When the concepts of all the
words in N can be represented by m (geq1) fea-
tures, a rough word vector of word wi (i = 1, . . . , n)
can be described as

wi = (vi1, · · · , vim). (1)

vij (j = 1, · · · ,m) is a numerical value of how
strong the j th feature is related to word wi and is
denoted as “weight.” The column vector whose ele-
ments are the rough word vectors becomes a “rough
matrix,” denoted as G0.

Mainly, a text corpus or a dictionary was used
as source data for getting a rough matrix. When
a text corpus was used, the features of words
were verbs for predicate and subject noun (Hin-
dle, 1990), adjectives for modified nouns (Hatzivas-
siloglou and McKeown, 1993), words for neighbor-
ing word (Schutze, 1992), and so on. The IDs of
documents included in a corpus were used as fea-
tures of a word (Deerwester et al., 1990). When a
dictionary was used as a source, the features of an
entry word were the words in its definition (Kozima
and Furugori, 1993; Niwa and Nitta, 1994; Kasahara
et al., 1996).

Many definitions in a dictionary are described too
briefly to get enough features for a rough word vec-
tor for the entry word. Therefore, these methods
searched relations between words in the dictionaries
and added related words as additional features. As
an example, Kasahara’s method is introduced. First,
words in the definition of the entry word become
features and the frequency of them become weights
of rough word vectors. Next, G0, the rough matrix
of the vectors, are expanded.

G0D = αG0 + βG2
0 + γGT

0 . (2)

α,β, and γ are combination coefficients that are
decided experimentally. G2

0 means features that ex-
ist in each definition of a entry word. GT

0 are the
features of words in definitions. Evaluation of the
method made it clear that G0D was better for judg-
ment of semantic similarity between words than the
original rough matrix or each element of G0D .

2.2 Transformation into a Word Vector

When word vectors are used to calculate similar-
ity between words, only elements of the same fea-
tures in the two word vectors are usually compared.
Therefore, features in the rough matrix should be
changed into ones that are independent of each other.
If a rough matrix is supposed to be linearly trans-
formed into word matrix G, whose k (≤ m) features
are independent of each other, the function of trans-
formation can be described as m by k matrix, K .

G = G0K. (3)

Each transformed word vector ẃi can also be repre-
sented by using the transformation matrix K .

ẃi = wiK = (v́i1, · · · , v́ik). (4)

There are two types of transformation: a statisti-
cal method and a thesaurus-based one. In the statis-
tical method, a rough matrix is regarded as a cor-
relation matrix, and principal component analysis
or singular value composition is applied to make a
word matrix (Schutze, 1992). In the thesaurus-based
method, each feature in the rough matrix is general-
ized into a category of the thesaurus (Kasahara et al.,
1996).



2.3 Calculation of Degree of Similarity

The degree of similarity between word wp and word
wq, in the vocabulary N , sim(wp, wq), is calculated
by using their vectors, ẃp and ẃq, in word matrix G.
The representative measure of similarity is cosine of
the angle between word vectors.

sim(wp, wq) =
ẃpẃq

|ẃp||ẃq|
. (5)

3 Computer Simulation of Synonym
Retrieval

In this section, we propose a method of computer
simulation of retrieval using automatically acquired
word vectors. First, the task of retrieval is defined as
follows:

synonym retrieval task
is a task to output words in vocabulary
N which are highly similar to the stim-
ulus word wi (∈ N ).

Using the word vectors, the basic procedures of sim-
ulating the task are: (1) to select text data for word
vectors; (2) to build word vectors from the data; (3)
to output highly similar words to the stimulus word.
In the following subsections, each process for the
proposed method is described.

3.1 Source Data

As mentioned in the previous section, text corpora
or dictionaries were used to build word vectors. It
remains unclear which data are better to use as the
source for the task of synonym retrieval. In this
paper, two series of word vectors based on a text
corpus and on a dictionary are compared for the
task. The number of vocabulary in the text data
should also be considered. For example, in Japanese
the number of words that more than half of the
adult Japanese native speakers know is estimated to
be about 66,000 from human-subject experiments
(Amano and Kondo, 1998). In order to compare
computer simulation with human judgment, syn-
onyms should be retrieved from words of more than
the number.

3.2 Word Vectors

There are several methods for carrying out lin-
ear transformation of a rough word matrix directly
made from source text data into a word matrix of
word vectors. This paper proposes a combination
method using a SVD-based method, one of statisti-
cal method, and a thesaurus-based method.

3.2.1 SVD-based Method (Schutze, 1992)

Singular value decomposition, SVD, was adopted
to transform a rough word matrix made from word
occurrences into the word matrix.

It is known that any matrix G0, can be decom-
posed as

G0 = UΣV T . (6)

When the rank of G0 is r, U and V are orthogonal
matrices whose dimensions are n by r and r by n
(UT U = V T V = I). Σ is an r by r diagonal ma-
trix whose elements are singular values of G0. The
matrix G0k is the product of Uk, which consists of
upper k columns of U , and V T

k , which consists of
upper k rows of V T . This matrix is known to be the
best approximation of G0 of matrices whose ranks
are less than k.

G0k = UkΣkV
T
k (7)

||G0 − G0k||F = minrank(B)≤ k ||G0 − B||F

=
√

σ2
k+1

+ · · · + σ2
r .

Deerwester adopted this analysis in the information
retrieval of a word by document matrix (Deerwester
et al., 1990). Schutze adopted a cooccurrence ma-
trix derived from a text corpus and regarded Uk as a
word matrix. Equation (7) can be changed to

Uk = G0kVkΣ
−1

k (UkU = I). (8)

When comparing this equation with equation (3), Uk

can be regarded as word matrix G and VkΣ
−1

k can be
regarded as transformation matrix K .

3.2.2 Thesaurus-based Method
(Kasahara et al., 1996)

When features in a rough word matrix are de-
scribed in words, a thesaurus can be used to gen-
eralize the features into its categories. Categories in
a thesaurus are decided so that they are independent



of each other. If the categories can be regarded as
the basis of word vectors, a rough word matrix can
be transformed by using the thesaurus.

When N words are categorized into k classes
in the thesaurus whose classes are represented
as {th1, · · · , thk}, the jth row vector, kj in the
thesaurus-based transformation matrix K in equa-
tion (3), KT , can be represented as

kj =

(

c(j, 1)

C(j)
, · · · ,

c(j, i)

C(j)
, · · · ,

c(j, k)

C(j)

)

C(j) = Σk
i=1c(j, i).

c(j, i) is the function whose value becomes one if
the jth feature in the rough word matrix is catego-
rized in class thi. In the other situations, c(i, j)
always becomes zero. The vector kj distributes
weights of the jth feature, vij (i = 1, · · · , n), in G0.
When the jth feature in a rough vector is categorized
into C(j) classes, the ith feature in the vector kj be-
comes 1/C(j) if the feature is categorized into class
thi.

Using this transformation matrix KT , rough word
matrix G0 is changed into a word matrix whose fea-
tures are independent of each other:

GT = G0KT . (9)

A merit of the thesaurus-based model is that the
transformation matrix does not depend on a rough
word matrix. Therefore, when a new rough word
vector, wn+1, is added to the matrix, the other
word vectors are not re-calculated to get word vector
ẃn+1.

ẃn+1 = wn+1KT . (10)

3.2.3 Combination Method

The two existing methods differ in the kinds of
source data that are used to judge relations between
features in a rough word matrix. In the SVD-based
method, only relations that can be derived from a
rough word matrix itself are considered. Therefore,
a word matrix can not be properly represented, if the
scale of the source text data for the rough word ma-
trix is small. In the thesaurus-based method, only
relations described in the thesaurus are used. How-
ever, relations between classes in the rough word
matrix are not considered.

In this paper, a new method of transforming a
rough word into a word matrix is proposed in or-
der to overcome the problems of the existing two
methods. In the combination method, a rough word
matrix is transformed by using the thesaurus method
and then and re-transformed by using the SVD-
based method.

GT = G0KT

GTM = GTkVkΣ
−1

k . (11)

The first process of categorizing feature words
into classes of a thesaurus has the effect of feature-
smoothing, which can not be done by using only the
rough word matrix. In the second process of the
SVD analysis of the transformed matrix, whose fea-
tures are the classes, has the effect of converting the
classes related to each other into independent fea-
tures.

3.3 Output

After word vectors are acquired, degrees of similar-
ity between the vector of the stimulus word and all of
the other word vectors are calculated and highly sim-
ilar words are output as the synonym for the stimu-
lus word. In order to gain precision of the simula-
tion compared with human judgment, several words
should always be excluded from the words to be re-
trieved. Among the words of a text corpus, such as
a newspaper articles or entry words in a dictionary,
there are rarely used words or difficult ones. Unfa-
miliar words will not be selected as a synonym of a
stimulus word by people even when such words are
highly similar to the stimulus.

In order to consider such a word attribute for the
simulation, we used a database of word familiarity
(Amano and Kondo, 1999) to restrict the words to
be retrieved. The familiarity database was devel-
oped for about 80,000 Japanese words whose famil-
iarity scores in the database were measured by 32
Japanese adults using a seven-point scale. Term fre-
quency in a text corpus is another word attribute and
it has high correlation with word familiarity. How-
ever, it was also reported that there were several
familiar words such as “tamanegi” (onion) that ap-
peared fewer than ten times in a fourteen-year sam-
ple of Japanese newspaper articles. Therefore, we



adopted word familiarity for the condition of words
to be retrieved in the simulation.

4 Experimental Results

4.1 Standard data of synonym

A thesaurus, which is a database of words catego-
rized into several classes, seems to be a standard
database for simulating synonym retrieval. How-
ever, it is made by a few lexicologists, and it is not
clear whether their judgments agree with those ones
of ordinary people. Therefore, we collected standard
synonyms through human-subject experiments.

First, we selected 200 daily-used Japanese words
as stimulus words for the retrieval. Stimulus words
should be selected from commonly known words
because all of the subjects participating in the ex-
periments should be familiar with the stimuli. For
the same reason that we restricted the words to be
retrieved as synonyms in the proposed simulations
method, the database of word familiarity (Amano
and Kondo, 1999) was used to select commonly
known Japanese words as stimuli. The database con-
tained about 80,000 words with scores of their word
familiarity. Two hundred stimulus words were ran-
domly selected from 28,764 words whose familiar-
ity scores are more than five. The words were esti-
mated to be commonly known by more than 90% of
Japanese adults from human-subjects experiments
(Amano and Kondo, 1998). The words below are
examples of the 200 Japanese stimulus words and
their translations.

Table 1: Examples of stimuli

“kuma” (bear), “kenchiku” (construction), “shouhi” (consump-
tion), “hikohki” (airplane), “sakusen” (operation), “odoru”
(dance), “youshoku” (western food), “uma” (horse), “hamusu-
tah” (hamster)

Next, we explain the first experiment for collect-
ing synonyms of the stimuli. One hundred sub-
jects of university students as subjects were asked
to write down associated synonyms for each of the
200 stimulus words on questionnaire sheets. They
were required to write down as many words as they
could in ten seconds for one stimulus word. As a
result, about 40 associated synonyms were acquired
for each stimulus on average.

For each stimulus word and its each associ-
ated synonym, 76 different university students were
asked to judge whether the synonym was appropri-
ate for the stimulus word. The associated synonyms
that more than half of the subjects in the second ex-
periment judged to be appropriate were regarded as
standard human-judged synonyms. As a result, on
average, about 6.4 standard synonyms were acquired
for each of the 200 stimulus words.

We compared synonyms made with those in
a one of the representative Japanese thesaurus
(Susumu Ono, 1990), which categorizes about
60,000 words into 1,000 classes. For each stimulus
word of 155 appearing in the thesaurus, the words
that were included in the class of the stimulus word
were assumed to be synonyms. It was found that the
thesaurus-based synonym retrieval resulted in about
only 35% of recall, which suggests that thesauri
do not include enough synonyms that are judged to
be appropriate by ordinary people. Moreover, the
precision of the thesaurus-based retrieval was about
1.9%. Thesauri may be effect for several natural lan-
guage processing tasks, but it was found that they
can not fully simulate synonym judgment by aver-
age people. Therefore, we used the synonyms for
200 stimuli as the standard data.

For each stimulus word, a simulation was done
and a synonym word list was compared with syn-
onyms in the standard data. Averaged precision for
eleven points from zero to one was calculated by us-
ing standard evaluation program for information re-
trieval (trec eval (Buckley, 1992)). When N , the vo-
cabulary of a word matrix including in 200 L stim-
ulus words, the averaged value of the precision of
synonym retrievals was regarded as the evaluation
value of the simulation of synonym retrieval, Eval1.

Eval1 =
1

11L

L
∑

i=1

1
∑

j=0

step=0.1

prec(sti, recall ≡ j). (12)

sti is a stimulus of L words and prec(sti, recall =
j) is a score of precision when the query is sti and
the recall score is j (= 0, 0.1, · · · , 1). When some
standard synonyms are not included in the vocabu-
lary N , they were discarded from the retrieval an-
swers so that the evaluation value would not depend
on the scale of the source text data. However, it is
also important that the vocabulary N covers as many



standard vocabulary synonyms as possible. There-
fore, the ratio of the number of standard synonyms
that appeared in N to the number of all the standard
synonyms, Rmax, was also calculated to evaluate the
simulation.

4.2 Source Text Data for Word Vectors

First, two kinds of text data were compared as the
source of a word matrix.

DIC 20 MBytes of Japanese dictionary Gakken
Kokugo Jiten, whose number of entry words is
88,633

CPS 122 MBytes of Japanese newspaper
(Mainichi Shinbun) articles issued in 2,000

When the kinds of source data are different, cor-
responding methods of making a rough word ma-
trix for the data are required. For DIC, Kasahara’s
method was adopted to build a rough matrix (Kasa-
hara et al., 1996). For each of 88,633 entry words,
the frequencies of appearance of all words in the
definition of the entry word were counted, and an
88,633 by 88,633 rough word matrix was built and
denoted as G0. Equation (2) was adopted to build
the expanded rough word matrix G0D from G0. We
used linear combination efficiencies in equation (2)
as 1.0(=α), 0.2 (=β), and 0.2(=γ), which were pro-
posed in the original study (Kasahara et al., 1996).

For CPS, Schutze’s method was adopted to build a
rough word matrix from the corpus (Schutze, 1992).
For all of the sentences of the corpus, 84,772 en-
try words appeared in the CPS more than three
times, and the their 84,772 word rough vectors were
made. Frequencies of cooccurrence in a sentence
between each entry word and each of 5,000 highly
appearing word of the entry words were counted.
An 84,772 by 5,000 rough word matrix, denoted as
G0C , whose elements are frequencies of occurrence
in each sentence of the corpus, was made. Sentences
that consist of definitions in a dictionary can also
be regarded as a text corpus. Therefore, Schutze’s
method was adopted in the corpus of definitions in
DIC, and the 20,000 by 1,000 rough word matrix,
G0DC , was build.

For each of G0D, G0C , and G0DC rough matrices,
transformation to a word matrix whose number of

dimensions was 136 was done by using the singular
value composition

Results of evaluating the matrix from the view-
point of synonym retrieval is shown in table 2. The
baseline in the table is the result of simulation where
a large Japanese thesaurus, Nihongo GoiTaikei (Ike-
hara et al., 1997), was used to judge whether words
in the same category of the stimulus word were syn-
onyms. The thesaurus categorizes about 300,000
words into about 3,000 classes. In the table, Eval1,
averaged precision of retrieval based on G0D , were
better than the baseline, G0C and G0CD . The
rough matrices G0D and G0DC were built from the
same dictionary. The results show that Kasahara’s
method, which is optimized for dictionary, is bet-
ter than Schutze’s method for the text corpus. We
used G0D in the following evaluations of the pro-
posed method.

Table 2: Effect of source text data
rough word matrix source EVAL1 Rmax

G0D DIC 0.051 0.622
G0DC DIC 0.028 0.325
G0C CPS 0.014 0.653
(baseline) - 0.034 0.258

4.3 Representation of Word Vectors

Transformations of a rough word matrix into a word
matrix were examined. Three methods of transfor-
mation, a thesaurus-method, an SVD-based method,
and a combination of them, were adopted to the
88,633 by 88,633 rough matrix from the dictio-
nary as described above, and word matrices were
made. In the thesaurus-based method and the pro-
posed method, Nihongo GoiTaikei was used. It cat-
egorizes 300,000 Japanese words into 2,715 classes,
and the classes are related in a top-down tree struc-
ture whose maximum steps from the top class are
twelve. When a class in it is substituted for its upper
class, the number of classes in the thesaurus can be
changed. In this experiment, 9, 30, 136, 392, and
2715 classes of thesauri were used for the transfor-
mation.

Figure 1 shows the results of evaluating the ma-
trices in the task of similar word retrieval in several
dimensions. Evaluation values of similar word re-



trieval based on matrices made from the three meth-
ods with the same dimensions of word matrices are
almost the same when the dimensions are less than
about forty. However, Eval1 based on the word
matrix of the combination method was much higher
than the values based on the thesaurus-based method
and the SVD-method with the same numbers of di-
mensions within 136.

There was a small difference between Eval1 of
the combination method with 200 and 250 dimen-
sions. This tendency is similar to the results of
the SVD-method. However, in the thesaurus-based
method, Eval1 monotonously gained in higher di-
mensions. When all of the 2,715 categories were
used to represent the basis of the word matrix, Eval1
of the matrix made by using the thesaurus-based
method was 0.112, higher than the values in the fig-
ure. The thesaurus-based method also has the prop-
erty of keeping the sparseness of the rough word ma-
trix. Each rough word vector made from the dictio-
nary whose number of dimensions was 88,633 has
about 30 non-zero weights on average. In word ma-
trices made from the SVD-based method and the
combination method, almost all of the weights in
the word vector became non-zero values in any se-
lected number of dimensions. However, when the
thesaurus-based method was adopted, numbers of
non-zero values in a word vector was only about
46, even when the number of dimensions of the
word matrix was 2,715. Therefore, we adopted the
word matrix of 2715 dimensions derived using the
thesaurus-based method from the viewpoints of pre-
cision of synonym retrieval and data size of the word
matrix.

4.4 Selection of words for retrieval

Finally, vocabularies for synonym retrieval were
evaluated. Table 3 shows a comparison of two vo-
cabularies. The first line is the result when all of
the entry words, 88,633, were used for the object
to be retrieved. The second line is the result of using
selected 26,371 words whose degrees of word famil-
iarity were more than five and that are assumed to be
known by about 94% of Japanese adult native speak-
ers. The value of Eval1 retrieved from the 26,371
words was twice as high as that retrieved from all
of the words. On the contrary, only about 14% of
synonyms in the standard database derived from the

Figure 1: Evaluation of transformation

human subjects were lost. This selection of vocab-
ulary resulted in a considerable improvement in the
precision of synonym retrieval with small losses in
recall.

Table 3: Effect of selecting a vocabulary
vocabulary Eval1 Rmax

88,633 0.112 0.622
26,371 0.213 0.486

Finally, Table 4 shows retrieved synonyms for the
word “machi” (town) by using word vectors made
by the proposed method. For this stimulus, standard
synonyms were “toshi” (city), “machi” (town), “shi-
gai” (town), “tokai” (city), and “taun” (town). The
three standard synonyms of these five synonyms ap-
peared in the list. Table 5 is the result of retrieval by
using word vectors made from a large text corpus,
CPS, by using Schutze’s method. No standard words
in the list appears in the list. From the examples
and the results of evaluating the simulations, the pro-
posed method of simulating synonym retrieval was
found to be fairly close to the judgment synonyms
by humans.

5 Conclusion

In this paper, we investigated simulation of syn-
onym word retrieval where word vectors were de-
rived from text data, was studied. After select-
ing standard synonyms based on human-subject ex-
periments, simulations were evaluated. First, it
was found that dictionaries provide fairly promis-



Table 4: Retrieved synonyms for “machi” (town)
based on proposed method

rank retrieved synonyms similarity
1 “shigai” (town) 0.66
2 “toshi” (city) 0.63
3 “beddotaun” (suburbs) 0.59
4 “taun” (town) 0.59
5 “denentoshi” (garden town) 0.57
6 “kinkou” (suburb) 0.55
7 “oodouri” (avenue) 0.55
8 “toukaidou” (toukaidou) 0.52
9 “shi” (city) 0.52

10 “hankagai” (downtown) 0.52

Table 5: Retrieved synonyms for “machi” (town)
based on Schutze (1992)

rank retrieved synonyms similarity
1 “nigiwai” (bustle) 0.60
2 “machinami” (cityscape) 0.60
3 “sunahama” (sand beach) 0.56
4 “utsukushii” (beautiful) 0.56
5 “kawabe” (riverside) 0.56
6 “gareki” (rubble) 0.56
7 “aruku” (walk) 0.55
8 “fune” (ship) 0.55
9 “kuukann” (space) 0.55

10 “mizuumi” (lake) 0.55

ing source data for building a word matrix. Next, a
transformation method using a thesaurus-based one
and a SVD-based one at once was found to be the
best for building word matrix whose features are in-
dependent of each other with the same number of di-
mensions. However, a word matrix of large number
of dimensions, about 3000, was built using the the-
saurus method and the resulted in the highest preci-
sion while keeping the sparseness of the rough word
matrix. Finally, selecting vocabulary based on the
degree of word familiarity was shown to be an effec-
tive way to improve precision of synonym retrieval.

It is not clear whether the proposed method of
building a word matrix is effective for the other
applications such as word sense disambiguation or
information retrieval. In future work, the method

should be evaluated for these applications.
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