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1. Introduction

Why do proteins include amino acids with charged side
chains? Charged groups are often found at the active site of
proteins, where they interact electrostatically with substrates,
transition states, and products. Most efforts to study the role
of charged groups in the biological activity of proteins have
focused on these groups, and in many cases the mechanisms of
their action are understood qualitatively, if not quantita-
tively.[1, 2]

Charged groups on proteins are not restricted to active
sites: they are found over the entire surface of proteins:
approximately one third of the amino acids on the protein–
water interface of a typical globular protein are charged.[3]

Charged functional groups are also present in the interior of
proteins (although they are concentrated on the surface;
Scheme 1). The influence of “non-active site” charged

residues on the structure, stability, and activity of proteins is
not well understood. This Review focuses on these non-active
site charges.

Interactions between charged groups are often referred to
simply as “electrostatics” in protein biochemistry and bio-
physics. This term is misleading: the charges are not static,
and charged side chains, substrates, and ions in the solution all
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Almost all proteins contain charged amino acids.
While the function in catalysis or binding of individual
charges in the active site can often be identified, it is
less clear how to assign function to charges beyond this
region. Are they necessary for solubility? For reasons
other than solubility? Can manipulating these charges
change the properties of proteins? A combination of
capillary electrophoresis (CE) and protein charge
ladders makes it possible to study the roles of charged
residues on the surface of proteins outside the active
site. This method involves chemical modification of
those residues to generate a large number of deriva-
tives of the protein that differ in charge. CE separates
those derivatives into groups with the same number of
modified charged groups. By studying the influence of
charge on the properties of proteins using charge
ladders, it is possible to estimate the net charge and
hydrodynamic radius and to infer the role of charged
residues in ligand binding and protein folding.
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move. The charged groups on proteins are also predominantly
acids and bases that exchange protons with water; they are
thus in dynamic equilibrium with their uncharged states. The
term “electrostatics” is, however, convenient when referring
to charge–charge, charge–dipole, and dipole–dipole interac-
tions in proteins, and we use the term in this sense in this
Review.

1.1. The Role of Charged Groups in Biochemistry

Charged groups can unquestionably play important roles
in protein biochemistry. Processes that are influenced by
electrostatic interactions include:
1) association of receptors with charged ligands;[4–6]

2) binding of substrates by enzymes, and catalysis of
reactions;[1,7]

3) formation of protein–protein[8–11] and protein–nucleic
acid[12] complexes;

4) transfer of electrons between biological reaction cen-
ters;[13]

5) selective transport of ions in protein channels;[14]

6) folding and stability of proteins;[15–19]

7) denaturation of proteins at high and low pH values;[20,21]

8) solubilization and precipitation of proteins;[22]

9) incorporation of proteins into amyloid fibers.[23]

The importance of charged groups in protein biochemistry
has been studied extensively using site-directed mutagenesis
as the primary tool, and with an emphasis on mutations in the
active site.[2] This approach measures the contribution of the
side chain of a specific amino acid to the stability and/or
activity of a protein. Theoretical models of electrostatic
interactions, both microscopic and continuum,[24–26] have
complemented these experimental studies.

We have developed protein charge ladders as an alter-
native experimental approach to study charged groups in
proteins; this approach is complementary to site-directed
mutagenesis. Protein charge ladders clarify the contributions
of charges to the stability of proteins, and to their interactions
with ligands. Studies with charge ladders provide a different
type of information than do those with site-directed muta-
genesis, in that they allow the measurement of average
contributions of a particular type of charged group (e.g.,

NH3
+ or COO� groups) on the exterior of the protein to

stability or binding. This Review focuses on this subject.
Understanding electrostatic interactions will help to

understand many processes in which proteins are involved.
This understandingmay, in turn, allow the design of molecules
that bind to proteins (that is, potential drug leads) and the
engineering of proteins for improved activity, stability, and
processability, and for new functionality. There is also the
opportunity to understand more about structure–function
relationships in a way that might be used to design new
molecules that mimic its properties.

1.2. The Free Energy of Proteins

The net changes in free energy as proteins fold or bind to
molecules are often the result of large and opposing
contributions,[27–29] and comprised of both enthalpic and
entropic terms. For example, the native state of proteins is
stabilized primarily by the unfavorable free energy of
solvation of nonpolar side chains by water (that is, the
“hydrophobic effect”); the hydrophobic effect causes these
side chains to form the hydrophobic core of the native state.
The less-ordered denatured state is stabilized by the favorable
configurational free energy of the peptide backbone and side
chains.[30,31]

Hydrophobic interactions are the main driving force for
protein folding.[27, 28,32] The relative contributions of enthalpy
and entropy to the hydrophobic effect vary with temperature,
but at 25 8C the free energy of hydrophobic interactions is
dominated by the entropy of solvation of nonpolar solutes by
water (DGhydrophob��TDShydrophob).[28,33] Although hydropho-
bic interactions are still a challenge to describe theoreti-
cally,[34] good empirical correlations exist between the hydro-
phobic free energy of solvation and solvent-exposed surface
area,[35] or number of C�H bonds.[36] These correlations allow
reasonable estimates of the overall contribution of hydro-
phobic interactions to protein stability.[37]

The contributions of configurational free energy to
protein stability have been more difficult to quantify.[31]

Translational, vibrational, rotational, and configurational
entropies of small molecules can be estimated using simple
models from statistical mechanics.[38] The configurational
entropy and low frequency vibrational modes of proteins
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are, however, difficult to treat because they are numerous and
poorly characterized; they are also difficult to measure
experimentally, and molecular dynamics simulations are
typically restricted to time-scales too short to capture these
modes. Finally, proteins in the denatured state often do not
resemble random coils, for which polymer physics has
provided useful models of configurational entropy.[39]

The changes in configurational free energy and free
energy of solvation that accompany protein denaturation are
both on the order of 100 kcalmol�1.[40] In contrast, the net
difference in free energy between native and denatured states
(that is, the standard state change in Gibbs free energy of
denaturation, DGA

D�N; D: denatured, N: native) under con-
ditions at which most proteins are stable (25 8C, neutral pH,
and without chemical denaturants) is of the order of
10 kcalmol�1.[33] This difference is equivalent in free energy
to the formation of approximately 10 hydrogen bonds, a net
hydrophobic interaction of perhaps 10 CH3 groups, or
electrostatic interaction between two charges in low (e� 5)
dielectric separated by a distance of less than 1 nm. Since
these large and opposing contributions to the total free energy
nearly cancel, other noncovalent interactions influence and
may in certain cases determine the net stability of proteins.

Van der Waals interactions, through a combination of
repulsion and attraction, provide selectivity to noncovalent
interactions. When a pair of molecules has shapes that are
complementary, numerous atoms from each of the molecules
come in close contact simultaneously; this contact allows the
attractive part of the interaction to make a significant
contribution to the specificity of the interaction.[41]

Hydrogen bonds stabilize the secondary structure of
proteins (e.g., a helices and b sheets). They are a particular
type of electrostatic interactions between a weak acid donor
group (e.g., N�H, O�H) and an acceptor group with a lone
pair of electrons (e.g., N, O). For a hydrogen bond to form, the
distance between the donor and acceptor group must be
about 3 D with the donor�H bond preferably pointing along
the axis of the lone pair orbital of the acceptor.[42] Although
most hydrogen bonds are electrostatic, there is some con-
troversy over the presence and possible importance in
enzymatic catalysis of short hydrogen bonds that are charac-
terized by two energy minima with low energy barriers (low-
barrier hydrogen bonds) and which may have a covalent
component.[43]

1.3. Measuring and Understanding Electrostatic Interactions in
Proteins

Electrostatic interactions between charged groups in
proteins in aqueous solution are difficult to understand and
quantify for four reasons:
1) Electrostatic interactions are long-range. The electrostatic

free energy of a protein includes interactions between
charged groups that are separated by distances compara-
ble to the dimensions of the protein.[28] Large numbers of
interactions must thus be considered in calculating the
total electrostatic free energy.

2) Acid–base equilibria are cooperative. The apparent
pKa value of a particular ionizable group on a protein
may depend significantly on its interactions with other
charged and polar groups, both on the protein and in
solution.[44,45] Thus, a protein must be described as a
network of interdependent charges. The quantitative
description of a nonlinear network with a number of
nodes (that is, charges) is not straightforward.

3) The dielectric properties of protein/solvent systems are
heterogeneous. There is no single, well-defined parameter
that describes the dielectric properties of proteins and the
surrounding solutions.[46] A common simplifying approx-
imation is to consider three separate regions of the system,
each with a different dielectric constant: a) the core of the
protein has a low dielectric constant (e= 2–4), b) the bulk
solvent (water, buffer, or biological fluid) has a high
dielectric constant (typically taken to be that of bulk
water: e� 80), and c) the surface of the protein and
surrounding layer of solvent has intermediate values of
dielectric constant (e� 10–20).[47] The dielectric constant
of solvent-exposed regions of the protein is higher than
that of the interior as a consequence of the presence and
configurational mobility of polar side chains.[47] The
dielectric constant of water near the surface of proteins
is lower than bulk water because of the reduced mobi-
lity—and perhaps enhanced structure—of water in this
region. These differences in dielectric properties are
important because both the free energy of interaction
between charges, and the free energy of solvation of
individual charges, depend on the local dielectric proper-
ties of the medium the charges experience.[48] Average
dielectric constants of the interiors of proteins may vary
not only with heterogeneities within a protein but also
with their stability to temperature.[49]

4) In biological systems, electrostatic interactions are sup-
plemented by specific ion effects. The background electro-
lyte can affect the properties of proteins in solutions
through forces other than simple electrostatics: the
Hofmeister series and related classifications reflect the
complexity of interactions involving proteins, ions, and
water.[50] These effects are incompletely understood and
are omitted in most descriptions of protein-containing
solutions. Ninham and co-workers have pointed out that
specific ion effects can in part be accounted for by
dispersion forces between ions.[51,52] While we do not
explicitly review this subject here, we emphasize that a
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complete picture of protein–ion or protein–protein inter-
actions must ultimately include those forces.

The most common method used by biologists to explore
stability or activity of proteins is site-directed mutagenesis—
that is, changing the identity of single amino acids and
attempting to measure changes in the free energy or in the
activity between the mutant and the wildtype.[2,53] This
approach successfully identifies individual amino acids that
make major contributions to the process of interest. We
demonstrate in this Review that there are important inter-
actions among charged groups on proteins that are best, and
perhaps only, described by considering the charged groups as
a network, rather than as electrostatically non-interacting
charges.

1.4. Protein Charge Ladders

The protein charge ladder method uses chemical modifi-
cations that target charged groups on the surface of a protein
(e.g. acetylation of a Lys-NH3

+ residue) to annihilate the
charge associated with that group (Figure 1A).[54] It has the
advantage that it produces large numbers of derivatives of a
protein—perhaps several thousand—in a single experimental
step. It has the disadvantage that these derivatives are
characterized only by their net charge, not by knowledge of
the detailed location of the charges. Relative to site-specific
mutagenesis, it substitutes numbers of derivatives and exper-
imental ease for knowledge of the detailed structure of these
mutants.

This approach to producing large numbers of derivatives
of a protein was first described by Hollecker and Creighton[19]

and further developed by Goto and co-workers.[55] This earlier
work was also based on the acylation of amines, and is similar
in spirit to the work described in this Review. Hollecker and
Creighton used urea-gradient gel electrophoresis to examine
effects of reversing the charge of amino groups on protein
stability.[19] Conversion of the first several Lys-e-NH3

+ groups
of cytochrome c to negatively charged species (e-
NHCOCH2CH2CO2

�) with succinic anhydride produced
little effect on stability; succinylation of the final lysine
group, however, caused unfolding even in the absence of urea.
The limited resolution of gel electrophoresis prevented
quantitative measurement of the effects of incremental
changes in the net charge on stability.

The mixture of protein derivatives was analyzed by
capillary electrophoresis (CE). This analytical technique
separates the derivatized proteins into separate bands com-
posed of families of proteins that all have the same number of
modified charged groups and, therefore, approximately the
same net charge (Figure 1B, details of the analysis are
described in Section 6.2). We call the protein derivatives
separated in this way a “protein charge ladder,” and each
peak of the “ladder” we call a “rung”. The resolution of CE
allows quantitative measurement of the effects of changes in
charge on protein folding[56] and ligand binding[4,5] that result
from adding or subtracting a unit of charge by modification of
a charged group. The combination of charge ladders and CE

also makes it possible to isolate net charge[57] and hydro-
dynamic drag[58] in physiologically relevant solutions.

We have used three well-characterized proteins—carbon-
ic anhydrase, a-lactalbumin, and lysozyme—for most of our
studies. Charge ladders can, however, be generalized to
many,[54] although not all, proteins. Charge ladders can also be
used to count the number of modifications on a protein, and
thus to study other properties of the protein surface: in this
Review we describe changes in the hydrodynamic size of the
protein and surface hydrophobicity produced by using this
same approach of incremental chemical modifications.

The objective of this Review is to describe the use of
protein charge ladders to address questions in the physical
chemistry of proteins, especially the long-range interactions
between charged groups. Section 2 is an overview (or tutorial)
of the various contributions to the electrostatic free energy of
proteins, with an emphasis on the concept of proteins as
networks of charges.

We do not describe in detail theoretical methods for
calculating the electrostatic free energies of proteins.[59] We
also do not review the literature on experiments carried out
using site-directed mutagenesis to measure the role of
charged groups.[60] Excellent reviews of these topics exist
already.[24,61]

2. Electrostatic Free Energies of Proteins

This section provides a short explanation of electrostatic
contributions to the free energies of proteins. We start by
describing the different definitions of the net charge of
proteins, and discuss why the net charge is a useful parameter
for characterizing the electrostatic properties of proteins. We
classify individual charged groups on proteins in terms of their
location, and of the character of their interactions with other
charged groups. We introduce relevant basic ideas concerning
proton equilibria, and describe charge regulation. We de-
scribe the simplest electrostatic interaction— two charges
interacting with one another—and extend this description to
the interaction between multiple charges; this description
emphasizes that both enthalpy and entropy are important in
determining the overall free energy of electrostatic interac-
tions. We describe the contributions of solvation of charged
groups to the electrostatic free energy of protein folding or
binding to other molecules. Finally, we discuss how the
electrostatic interactions contribute to both the strength and
the specificity of molecular recognition events involving
proteins.

2.1. Definitions of Net Charge of a Protein:
ZH+, Zseq, Zprotein, and ZCE

Net charge is defined most generally as the sum over all
charged groups that are covalently or tightly associated with a
protein. We consider four definitions of net charge. Proton
titrations measure the total number of protons bound to the
protein as a function of the pH value and provide one
measure of net charge, ZH+.[45] Proteins often change struc-
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ture, aggregate, or denature when the pH value of the solution
changes, and so values of ZH+ can be difficult (or impractical)
to measure experimentally. Proton titrations also require
large quantities of proteins. Net charge can also be estimated
starting with the sequence of the protein (Zseq), where the
charge on each ionizable group is approximated using a
standard value of its ionization constant (that is, its pKa value)
and the pH value of the solution. Values of Zseq are usually
inaccurate because they neglect both the roles of the local
dielectric environment on the pKa values, and the coopera-
tivity inherent to proton equilibria in proteins.

Values of ZH+ and Zseq also ignore the contribution of
other charged species (e.g. buffer ions) that are noncovalently
associated with the protein. The “true net charge” of a protein
(Zprotein) is defined as the charge determined from the actual
values of charge of the ionized groups of the amino acids
making up the protein, and—when appropriate—any ionic
species tightly associated with the protein; there has, in the
past, been no practical method to measure Zprotein.

The combination of protein charge ladders and CE
provides a method for the measurement of the net charge
of proteins (Section 8). This approach measures the change in

Figure 1. A) Formation of a charge ladder by the random chemical
modification of charged groups on a protein, and the separation of the
derivatives of the protein into individual rungs by capillary electro-
phoresis. The diagram illustrates two strategies: the acetylation of Lys
e-NH3

+ groups with acetic anhydride to form neutral NHCOCH3

derivatives, and the amidation of CO2
� groups with hydroxylamine to

form neutral CONHOH derivatives. Other strategies for forming
charge ladders are described in the text. The protein derivatives that
make up each rung of the charge ladder have approximately the same
net charge: ZA

CE is the net charge of the unmodified protein; DZn is the
change in charge of the protein resulting from the conversion of an
NH3

+ group into a neutral NHCOCH3 group; DZm is the change in
charge of the proteins resulting from the conversion of an CO2

� group
into a neutral CONHOH group; n is the number of modified amino
groups, and m is the number of modified carboxyl groups; N and M
are the numbers of starting amino and carboxylate groups, respec-
tively. EDAC=1-Ethyl-3-(3-dimethylaminopropyl)carbodiimide. B) Elec-
tropherograms of the charge ladders of bovine carbonic anhydrase II
(BCA) produced by the two strategies shown in (A). Details of analysis
by capillary electrophoresis are described in the text. “NM” (neutral
marker) is a small, electrically neutral molecule added to monitor
electroosmotic flow.
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electrophoretic mobility that results from incremental
changes in the number of charged groups present on the
surface of a protein and extrapolates to the number n of
charged groups that would have to be added to or subtracted
from the protein to make its electrophoretic mobility, and
therefore its value of net charge, zero. If we know or can
estimate the value of the change in charge DZ that results
from the addition or subtraction of one fully charged group to
the protein, then the value of net charge of the unmodified
protein ZCE is �nDZ. The value of DZ depends on the group
that is modified and the pH value and ionic strength of the
solution. With an accurate estimate of DZ, we believe that
ZCE is closer to the true value Zprotein than ZH+ and Zseq. In
Section 8, we describe several ways of estimating DZ.

2.2. Why is Net Charge Important?

The net charge of a protein is a fundamental physical
property,[62] and its value directly influences the solubility,[22]

aggregation,[63] and crystallization[64,65] of the protein. These
influences can all be described in terms of the value of the
second virial coefficient (B22) of proteins; B22 is a measure of
two-body interactions between solutes in a solution,[66] and
can be determined experimentally by static light scattering,
membrane osmometry, or self-interaction chromatography.[67]

Positive values of B22 represent net repulsive interactions
between proteins, while negative values represent net attrac-
tive interactions.

The net charge of proteins modulates the second virial
coefficient.[62, 68] It is known empirically that crystallization of
proteins occurs most readily over a narrow range of negative
values of B22, that is, when there is a net attractive force
between proteins in solution.[65, 69,70] If the attraction becomes
too strong (that is, the value of B22 is too negative), the
proteins aggregate and precipitate, rather than crystallize. If
the proteins have a net repulsion in solution (a positive
B22 value), the solution is stable and crystallization does not
occur. Doye et al.[71] argued that
proteins have evolved with a neg-
ative design principle that avoids
crystallization, because crystalli-
zation or aggregation would com-
promise the viability of the cell
and cause disease.[72] Studies of the
effects of mutations on the crys-
tallizability of proteins indicate
that Lys residues, which present
positively charged primary ammo-
nium groups, when present on the
surface of proteins may play an
important role in inhibiting crys-
tallization.[64] It is not known at
this time whether or not this
inhibition of crystallization is pri-
marily an effect of electrostatic
interactions, or of some other
property of the side chain of this
amino acid.

The connection between net charge and second virial
coefficient is not fully understood. Simple models of charged
colloids that can predict values of the second virial coefficient
as a function of net charge do not always accurately predict
the behavior of proteins in solution.[73] This occurs in part
because the models treat small ions in solution by using
continuum electrostatic theory, which neglects the excluded
volume and dispersion interactions of the ions.[51,74,75] The
relationship between net charge, the second virial coefficient,
the structure of the surface of a protein, and its tendencies
toward solubility, aggregation, or crystallization is an area of
active interest in structural biology and bioengineering.[70,76]

Both experiments and theoretical models suggest that net
charge can influence the rates of protein–protein associa-
tion[10,11,77,78] and enzymatic catalysis.[79,80] Long-range electro-
static interactions between the two molecules involved are
thought to enhance their rate of association; this effect can
result in rates of association that exceed the limits of
diffusion.[80] The net charge of proteins can also influence
their equilibrium properties: that is, the free energy of their
interactions with ligands,[4, 5] and their thermal stability.[56,81]

Net charge values are also important in the processes that
lead to the separation and purification of proteins. Filtra-
tion,[82–85] chromatography,[86, 87] and two-phase extraction[88]

are all techniques that can be used to separate proteins on the
basis of net charge. The net charge also influences the
electrophoretic mobility of proteins in solution, a fact which
we take considerable advantage of in the work described in
this Review.

2.3. Classification of Charged Groups on Proteins

The charges on proteins result from the reversible
exchange of protons with water and other acids or bases in
solution. Table 1 lists ionizable groups encountered in pro-
teins. Cofactors (e.g., Zn2+, ATP, NADPH) or modifications
of proteins (e.g., phosphorylation) must also be considered.

Table 1: Average and anomalous values of pKa of ionizable residues encountered in proteins.

Residue Average
pKa

[a]
Anomalous resi-
due in a protein

pKa of that
residue

Reason Ref.

Asp 4.0 RNase T1: Asp76 0.5 buried, 3 intramolecular H bonds, 1
H bond to buried water

[91]

Glu 4.5 Staph.[c] nuclease:
Glu66[b]

8.8 buried [92]

His 6.4 T4 lysozyme:
His31

9.1 involved in salt bridge with Asp70 [93]

Cys 9.1 papain Cys25 4.0 interacts with imidazole group of His159 [94]
Lys 10.4 Staph. nuclease:

Lys66[b]
5.7 buried [92]

Tyr 9.7 glutathione S-
transferase A1-1

8.1 stabilized by conserved Arg and by elec-
tropositive ring edge of Phe10

[95]

Arg 12.0 n/a
N-term.
NH3

+

7.8 n/a

C-term.
COOH

3.6 n/a

[a] Ref. [2]. [b] Introduced by site-directed mutagenesis (Val66Glu and Val66 Lys); n/a: examples not
found. [c] Staph.=Staphylococcal.
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The type and location of the functional group is important
(Scheme 1). Charged groups are located in the active site, on
the surface, or in the interior of the protein. Charges may exist
in pairs or groups, or may be isolated. We categorize
interactions between charged groups in macromolecules as
either local or long-range (Scheme 2), based on the distance

between them. If two charged groups are sufficiently close
(� 4 D) that a water molecule cannot fit between them, we
consider the interaction between those charges as local. If two
oppositely charged groups with local interactions are in
sufficient proximity that they can form a hydrogen bond, they
are referred to as a salt bridge.[15] If two charges can
accommodate water or other species between them, their
interaction is long-ranged.

The location of charged groups plays a role in determining
the types of interactions in which they participate, and the
contributions they make to the electrostatic free energy of the
protein. For example, a buried salt bridge that is surrounded
by the low dielectric interior of the protein has a very
different electrostatic free energy than two charged groups on
the surface of the protein that are exposed to water and
dissolved ions. Table 1 illustrates the effects of the environ-
ment on the ionization of amino acids through examples of
anomalous values of pKa encountered in proteins; they can
differ by as much as three units from the average values.

Another classification of charged groups is based on
whether the interactions among them are pair-wise additive
or cooperative. In general, the charge on one ionizable group
influences the charge on other ionizable groups in its vicinity
by shifting proton equilibria.[44] We describe cooperativity in
proton equilibria in greater detail in Sections 2.4 and 2.5. This
interdependence means that we cannot, in general, represent
the total electrostatic free energy of a protein as the sum of
pair-wise charge–charge interactions.

There are conditions, however, when this interdepend-
ence can be neglected: for example, when the charged groups
are separated by large distances (e.g., > 20 D in water). This
distance, of course, depends on the local dielectric environ-
ment as well as on the concentration of salts and other
charged species in solution. Also, if the pKa values of two
groups differ both from each other and from the pH value of

the solution by several (ca. 3) pH units, cooperativity is
normally not important. For example, at pH 7, interactions
between Arg groups on proteins (pKa� 12) and phosphate
groups on the backbone of DNA (pKa� 2) can be treated as
occurring between groups of fixed charge. Both groups are
fully ionized at this pH value, and even if interactions

between them were to shift their apparent pKa values,
their extent of ionization would be largely unaffected.

In addition to charges associated with ionized
groups, the total electrostatic free energy of proteins
must also account for the fact that many covalent bonds
have significant dipole moments. In modeling studies of
the interactions between charges and bond dipoles, it is
often convenient to treat the dipole as comprising equal
and opposite point charges (either whole units of
charge or fractions) separated by the length of the
bond. By using this convention, polar bonds and groups
may be treated within the same system as charged
groups. This approach is embodied in the development
of a number of different sets of charge parameters[89,90]

used in molecular simulations and continuum electro-
static models.

2.4. Proton Equilibria

This section starts with the simplest picture of proton
equilibria: acid–base equilibria involving individual mono-
valent acids and bases. It then describes the simplest system—
glycine—that demonstrates cooperativity of proton equili-
bria. Finally it extends this picture to describe the essential
elements of proton equilibria of ionizable groups on proteins
where there is cooperativity within a network of ionizable
groups.

2.4.1. Proton Equilibria in Molecules with a Single Ionizable Site:
Monovalent Acids and Bases

The average extent of protonation u [Eq. (1)] of an acid

u ¼ ½HA�
½HA� þ ½A�� ¼

Ka½Hþ�
1þKa½Hþ� ¼

1
1þ 10ðpH�pKaÞ

ð1Þ

(HA) is determined by the dissociation constant Ka= [H+]
[A�]/[HA][90] of the ionizable group, and by the pH value of
the medium. The same equations describe proton equilibria
for a monovalent base by replacing [HA] with [HB+] and [A�]
with [B]. The charge associated with a particular ionizable
group i as a result of proton equilibria is Z= q�u, where q= 1
if the molecule is a base, or q= 0 if it is an acid. The rate at
which proton equilibrium is reached is normally fast relative
to the rates of protein folding, ligand binding, and electro-
phoresis;[2] thus we assume that ionizable groups are always at
thermodynamic equilibrium with protons (hydronium ions) in
solution.

The value of u, and therefore the value of Z, depends on
the difference between the pH and pKa values. Changes in Z
can be the result of a shift in either of these values.

Scheme 2. Schematic diagram illustrating the difference between local and
long-range interactions among charged groups on proteins.
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2.4.2. Proton Equilibria in Molecules with Two Ionizable Sites:
Glycine

Glycine contains both a carboxylic acid group (pKa= 2.3)
and an amine (pKa= 9.7). For pH values between 4 and 8, the
carboxylic acid group is assumed to be completely deproton-
ated and the amine fully protonated; under these conditions
glycine is a zwitterion. Scheme 3, however, shows that in this
range of pH values there are in principle four (and in practice,
three) different species in equilibrium.[96]

At a fixed pH value, the extent of deprotonation of the
carboxylic acid group is greater when the amino group is
protonated than when it is deprotonated; analogously, the
extent of protonation of the amino group is lower when the
carboxylic acid group is protonated than when it is depro-
tonated. These changes in proton equilibria can be inter-
preted in two ways: 1) Differences in the extent of proto-

nation are due to shifts in the pKa values of the molecule in
response to local values of electrostatic potential, which
reflect the other charges on the molecule.[97, 98] 2) Differences
in extent of protonation result from local pH values that differ
from bulk values, because electrostatic fields caused by the
molecule locally concentrate or deplete protons. Both inter-
pretations lead to the same prediction of the effects of
cooperativity in proton equilibria, since local pH values also
reflect the local value of electrostatic potential.

Scheme 3 implies there are five separate constants that
describe proton equilibria in glycine. In fact, when we
distinguish the two sites for protonation, there are only
three independent equilibrium constants. If we do not
distinguish the sites and just count the number of protons
associated (as is done with proton titration), there are only
two. To demonstrate these two cases, we use two different
approaches to derive expressions for the extent of protona-
tion u.[48] In doing so, we also clarify the idea of cooperativity.

First we consider the approach that distinguishes the two
sites for protonation: the carboxylate group and the amine.
There are three possibilities for protons (H+) to equilibrate
with glycine (G): protonation only of the carboxylate (site a)
with equilibrium constant Ka [Eq. (2)], protonation only of

G þ Hþ Ð GaH; Ka ¼
½GaH�
½G�½Hþ� ð2Þ

the amine (site b) with equilibrium constant Kb [Eq. (3)], or

G þ Hþ Ð GbH; Kb ¼
½GbH�
½G�½Hþ� ð3Þ

simultaneous protonation at both sites with equilibrium
constant Kc [Eq. (4)].

G þ 2Hþ Ð GabH2; Kc ¼
½GabH�
½G�½Hþ�2 ð4Þ

The extent of protonation (the average number of protons
associated with a molecule of G as a function of [H+]) is given
by Equation (5). If the two sites are independent, then Kc=

u ¼ ðKa þKbÞ½Hþ� þ 2Kc½Hþ�2
1þ ðKa þKbÞ½Hþ� þKc½Hþ�2 ð5Þ

KaKb, and there is no cooperativity in the proton equilibria,
and u is defined completely by two equilibrium constants
[Eq. (6)].

u ¼ Ka½Hþ�
1þKa½Hþ� þ

Kb½Hþ�
1þKb½Hþ� ð6Þ

When Kc¼6 KaKb, the equilibria are cooperative: when
Kc>KaKb, the cooperativity is positive and when Kc<KaKb,
it is negative (sometimes referred to as anti-cooperative). A
free energy that describes the interactions between sites (that
is, the cooperativity) DGA

c is given in Equation (7). For the

DGA
c ¼ �RT lnð Kc

KaKb
Þ ð7Þ

Scheme 3. Cooperativity of proton equilibria in glycine. The pKa value
of the CO2H group is lower when the NH2 group is protonated than
when deprotonated. The plot of extent of protonation n versus
pH value shows two transitions. The plot of the relative populations q

of the different species as a function of the pH value shows that the
transitions in the proton titration curve correspond primarily to +H3N-
CH2-CO2HÐ+H3N-CH2-CO2

� (centered at pH�2.3), and +H3N-CH2-
CO2

�ÐH2N-CH2-CO2
� (centered at pH�9.7). Favorable electrostatic

interactions between the NH3
+ and CO2

� groups increases the differ-
ence in the pKa values between these groups, and the neutral species
H2N-CH2-CO2H is never populated significantly.
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case of glycine, a model based on CoulombJs law may provide
a reasonable estimate of DGA

c.
A shortcoming of the site-based approach is that values of

Ka and Kb cannot be determined uniquely by fitting Equa-
tion (5) to titration data. The terms involving Ka and Kb in
Equation (5) always appear as sums. Without an independent
measure of Ka, Kb, and Kc (e.g. by NMR experiments that
distinguish the extent of protonation of individual sites on the
molecules), the proton equilibria can only be described by
two equilibrium constants.

These two independent equilibrium constants can be
obtained by using an approach based on the stoichiometry of
the proton equilibria, where two protons can bind to glycine
with equilibrium constants K1 and K2 [Eqs. (8) and (9)],

G þ Hþ Ð GH; K1 ¼
½GH�

½G�½Hþ� ð8Þ

GH þ Hþ Ð GH2; K2 ¼
½GH2�

½GH�½Hþ� ¼
½GH2�

K1½G�½Hþ�2 ð9Þ

consistent with the stoichiometry. The extent of protonation
as a function of [H+] is given by Equation (10).

u ¼ K1½Hþ� þ 2K1K2½Hþ�2
1þK1½Hþ� þK1K2½Hþ�2 ð10Þ

The stoichiometric approach, which does not distinguish
between sites, requires only two parameters to describe the
titration data of glycine. This approach yields values of K1=

2 K 102m�1 (pK1= 2.3) and K2= 5K 109m�1 (pK2= 9.7).[96]

Even though it is tempting to do so, it is not appropriate to
assign these values explicitly to the carboxylic acid and amine
groups. By comparing Equations (5) and (10), we see that
K1=Ka+Kb and K2= cKaKb/(Ka+Kb) where c=Kc/(KaKb).
Scheme 3 gives Ka= 5 K 109m�1 and Kb= 2 K 104m�1. There-
fore,K1�Ka andK2� cKb. By comparing the values ofKa,Kb,
K1, and K2, we infer that c= 10�2 and, from Equation (7),
DGA

c = 2.7 kcalmol�1 at 25 8C. This value of free energy
indicates a negative cooperativity that results from a repulsive
electrostatic interaction between the sites (the positive charge
associated with the ammonium group creates a potential at
the carboxylate group that makes the protonation of this
group less favorable than protonation in the absence of
charge). These ideas can be extended to a molecule with an
arbitrary number of sites for association by using the concept
of binding polynomials, as pioneered byWyman and Gill.[48,96]

2.4.3. Proton Equilibria in Molecules with Networks of Ionizable
Groups: Proteins

When there are multiple ionizable groups on a molecule,
the interdependence of proton equilibria described for the
simple case of glycine in Section 2.4.2 results in a picture of
the molecule as a network of ionizable groups. The quanti-
tative model developed for glycine can be used to understand
proton equilibria in proteins qualitatively.

When discussing proteins, it is useful to assign an average
extent of protonation ui to each residue. Residues of a
particular kind (e.g. Lys or Glu) in a protein do not necessarily

all have the same values of ui at a given value of pH, or a value
of ui equal to that of model compounds. These differences in
the ui values are usually interpreted in terms of a model that
postulates differences in pKa values. The pKa values are also
influenced by solvent accessibility and by the presence of
other charged and polar residues on the protein.

There are three important implications of this picture of
proteins as networks of ionizable groups:
1) The pKa values of ionizable groups in proteins can differ

from model compounds by several pH units (see Table 1).
2) Not all ionizable groups of a particular kind (e.g.,

carboxylic acid groups of Glu) on a protein have the
same pKa value.

3) The pKa values of of charged groups will, in general, be
different in folded and unfolded protein,[99] as well as in
free protein and protein bound to other proteins.[11]

These dependencies mean that the free energies of folding
and binding can be linked thermodynamically to the pH value
of the solution.

Lysozyme provides a good example of the link between
proton equilibria and protein stability. This protein has a
maximum in stability at about pH 7. As the solution is made
more acidic, the protein becomes less stable, and denatures
spontaneously when the pH value is less than 2 (at 25 8C).[97]

Denaturation under either acidic or alkaline conditions has
been documented for many proteins, with detailed studies
conducted with lysozyme,[93,100] various ribonucleases,[101] a-
lactalbumin,[102] myoglobin,[18,103] and cytochrome c.[103,104]

In all of these cases, differences in proton equilibria
between the native and denatured states influence (and may
determine) the dependence of the stability on the pH value.[21]

Section 10 shows how charge ladders and CE can determine
the difference in the number of protons associated with a-
lactalbumin in the native and denatured states, and thus can
predict the dependence of the stability of this protein on the
pH value of the solution.

2.5. Charge Regulation Is a Useful Model for the Network of
Ionizable Groups on a Protein

A change in the extent of the protonation of one group of
a molecule can cause an adjustment in the extent of
protonation of the other ionizable groups on this molecule.
This process is called “charge regulation”[105–107] and reflects
the fact that the charges comprise a network. Linderstrøm-
Lang first modeled this phenomenon in the context of pH
titrations of proteins.[108] Linderstrøm-LangJs model treats a
protein as a sphere with the charge distributed uniformly over
its surface. A change in the extent of protonation of one
residue changes the density of the charge on the sphere, and
thereby the electrostatic potential at the surface of the sphere.
This change in potential shifts the state of protonation of the
other ionizable groups. In this model (Section 8.1), the net
charge is determined by iteratively calculating the protona-
tion state of all the residues on the protein sphere. This
process makes the Linderstrøm-Lang model a mean-field
model. Despite its lack of molecular detail, this model is
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qualitatively useful for understanding charge regulation in
proteins.

As in glycine, the shift in the protonation state of one
group because of another can be interpreted equivalently by
either of the two mechanisms: 1) a change in the local proton
concentration, or 2) a shift in the pKa values of ionizable
residues. From the expression for equilibrium of a single
acidic group, Ka/[H

+]= [A�]/[HA], the change in the ratio of
ionized to unionized acid can be interpreted either as a
change in Ka or in the local value [H+].

Other, more complex models of proton equilibria exist
that use more realistic representations of the protein.[109]

These representations explicitly include the positions of
ionizable groups, based on the crystal structure of the protein,
and calculate the net charge of ionizable groups by averaging
over the ensemble of different possible protonation states of
the protein, rather than by using the mean-field approach of
Linderstrøm-Lang.

Charge regulation is relevant to the analysis of protein
charge ladders. Acetylation of a charged e-NH3

+ group of Lys
removes a positive charge, and thus perturbs the network of
charges on the protein. Other ionizable residues will adjust
their average extent of protonation in response to this
perturbation. For quantitative analysis of experiments with
charge ladders, we need to know the change in the net charge
of the protein DZ that results from the annihilation of charge
on a particular group on the protein. Our initial work on
charge ladders[4,110,111] did not consider charge regulation, and
assumed DZ=�1: that is, we assumed the change in net
charge of the protein to be just the change in the charge of the
particular group that was modified. Menon and Zydney
pointed out that this assumption was wrong.[105] Estimates by
Menon and Zydney, and subsequently by us,[106,107] showed
that values of DZ for the acetylation of Lys e-amino groups
ranged from �0.6 to �0.95 (depending on pH value, ionic
strength, and position of acetylation) and suggested that the
error in net charge associated with earlier analyses (assuming
DZ=�1 at pH 8.4) was approximately 10%.

2.6. Enthalpic and Entropic Contribution to the Electrostatic Free
Energy

The aim of this section is to describe the electrostatic free
energy of proteins, starting from a given distribution of
charges. We begin with a simple description of the interac-
tions between two point charges and extend this discussion to
proteins as arrays of point charges.

The models used in this section to predict electrostatic
free energy, enthalpy, and entropy of charge–charge inter-
actions are highly simplified. We use CoulombJs law and
Debye–HNckel theory to calculate the work done in taking
two point charges from infinity to some finite distance of
separation. Other researchers have developed more rigorous
approaches to describe the interactions of charges in solution
by using statistical mechanics.[112, 113] These approaches, which
are part of a more general theory of noncovalent binding,[114]

predict equilibrium association constants between ions, from
which standard-state free energies can be determined.

Although our models are simplified relative to these more
rigorous approaches, the conclusions reached are essentially
the same:[113] that is, both enthalpy and entropy contribute in
unexpected ways to the free energy of interaction between
charges in water.

2.6.1. Interactions between Two Charges

CoulombJs law in a vacuum [Eq. (11)] describes the work

DEvac ¼
e2z1z2

4pe0ð1=r0�1=1Þ ð11Þ

required to bring two point charges from infinity to a finite
separation r0 in a vacuum (e0 is the dielectric permittivity of a
vacuum; Scheme 4A). Equation (11) gives the difference in
energy (in this case, enthalpy; CoulombJs law in a vacuum
does not describe entropy) between charges at r=1 and r=
r0.

There is no temperature dependence to this interaction; it
is not a free energy. Values of DEvac are favorable (negative) if
the two charges are opposite in sign, and unfavorable if they
have the same sign. The value of DEvac approaches the value
of thermal energy (RT) when r� 56 nm at 298 K. Clearly,
electrostatic interactions are long-range in a vacuum relative
to the dimensions of a protein; a typical protein has a
diameter of 5 nm.

In a uniform dielectric with dielectric constant e, the
Coulombic interaction energy is just DEvac/e (Scheme 4B).
Since values of e are always greater than 1, the effect of the
medium is to reduce the magnitude of the interaction. The
value of e is dependent on temperature, and thus the energy of
interaction is now a free energy: for example, in water
DGH2O=DEvac/eH2O, where eH2O� 80 at 25 8C. The temperature
dependence of e reflects the fact that enthalpic and entropic
contributions are included in the work of polarizing the
medium by the charges. In this discussion, we ignore all the

Scheme 4. Diagram describing differences in electrostatic energies in
vacuum (A), water (B), and in the presences of dissolved ions (C). The
free energy of interaction between two, singly charged groups in water
is smaller than between isolated charges in a vacuum because of the
presence of water with a large dielectric constant and ions that tend to
shield interactions. k is the inverse Debye screening length.
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molecular details of water. We treat it as a uniform continuum
described by a single (temperature-dependent) parameter e :
the larger the e value of the medium, the smaller in magnitude
is the free energy of interaction for a particular value of r. For
water, DGH2O approaches the value of thermal energy (RT) at
298 K when r� 0.7 nm. The large dielectric constant of water
plays a significant role in establishing the magnitude of the
electrostatic free energy of interactions between charged
groups in biological systems.

A charge in a solution containing other dissolved ions
tends to repel ions of the same charge, and to attract ions of
the opposite charge. Therefore, the local concentration of
oppositely charged ions in the vicinity of a charged group is
higher than that in the bulk and the concentration of like-
charged ions is lower than in the bulk. The electrostatic
potential produced by the charge is therefore weakened, or
“screened” (Scheme 4C).

The Debye–HNckel model describes the reduction in the
free energy of interaction between charges resulting from the
presence of dissolved ions. In this model, the free energy of
interaction is DGH2O+ions=DGH2Oexp(-kr), where k�1 is the
characteristic distance of the screening of the potential,
known as the Debye length. Values of k are temperature
dependent, and reflect the work done (involving both
enthalpic and entropic contributions) in the creation of a
localized concentration gradient of ions surrounding the two
charges (that is, the creation of an “ion atmosphere”). As in
the case of the dielectric constant, Debye–HNckel theory
ignores all the molecular details of the ions—they are treated
as a continuum charge density described by a single (temper-
ature-dependent) parameter k. A typical ionic strength of a
biological solution is 150 mm. Under these conditions, k�1

� 1 nm and DGH2O+ions approaches the value of the thermal
energy (RT) at 298 K when r� 0.4 nm.

2.6.2. Enthalpy and Entropy of Interaction between Two Ions

The free energy of interaction between charged groups in
a vacuum is entirely enthalpic: that is, this value is independ-
ent of temperature. However, the free energy of interaction
between charged groups in water is often dominated by
entropy. Changes in entropy reflect the way in which water
and ions in solution reconfigure in response to the presence of
the charges. These effects are described by the dielectric
constant (e) and by the Debye length (k�1).

Two charges interact in a uniform dielectric with a free
energy described by Equation (12). Since the dielectric

DG ¼ e2z1z2
4pe0er

ð12Þ

constant depends on temperature, the interaction described
by Equation (12) is a free energy. The entropy is defined in
Equation (13), and the enthalpy of interaction by Equa-

DS ¼ �ð@DG
@T

Þp,N ¼ DGð1
e

@e

@T
Þ ð13Þ

tion (14). Values of (@e/@T) are typically less than zero:

DH ¼ DGþ TDS ¼ DGð1þ T
e

@e

@T
Þ ð14Þ

(T/e)(@e/@T)��0.26 for hexane, and ��1.37 for water at
25 8C.[115] Therefore, DHffi0.74DG for hexane, but
DHffi�0.37DG for water: that is, at all distances the enthalpy
of interaction between oppositely charged ions in the lower
dielectric hexane is favorable (DH< 0), while the enthalpy of
interaction in water is unfavorable (DH> 0). For both cases
the entropy of interaction is favorable (DS> 0).

This result is surprising: we usually think about a state-
ment “unlike charges attract” in terms of the favorable
enthalpic component of the interaction. In fact, in water,
unlike charges do attract—but not because of enthalpic
interactions between ions; rather, they attract because the
entropy of ion–solvent interactions (as described by the
temperature-dependence of the dielectric constant of water)
becomes increasingly more positive (favorable) as ions
approach one another. This result also indicates that bringing
two ions of the same charge together in water releases heat
(DH< 0) even though the free energy increases.[116] These
characteristics are the result of four unique properties of
water: its large e value, its large and negative value of @e/@T,
its small molar volume, and its ability to form a network of
hydrogen bonds in the liquid state.

Equation (15) gives the free energy of interaction of two

DG ¼ e2z1z2
4pe0er

expð�krÞ ð15Þ

charges in a uniform dielectric that contains dissolved ions, as
predicted by theDebye–HNckel model with the concentration
of ions described by k. Equations (16) and (17) give the

DS ¼ DGð1
e

@e

@T
Þ ð16Þ

DH ¼ DGð1þ T
e

@e

@T
þ rT @k

@T
Þ ð17Þ

entropy and enthalpy of interaction predicted by this model.
The values of (@k/@T) are also less than zero, and therefore
also contribute to the favorable entropy of interaction
between oppositely charged groups.

Figure 2 compares the contributions to the free energy of
interaction between two singly charged groups as they are
brought from infinite to finite separation distance r in pure
hexane (a low dielectric medium: e= 2) and in water (e= 80)
containing 100 mm NaCl. In hexane, it is the favorable
enthalpy of interaction that makes the largest contribution
to the favorable electrostatic free energy of interaction of
opposite charges as they approach the point of contact. In
water with dissolved ions, the enthalpy of interaction between
opposite charges is actually unfavorable (the enthalpy
includes the contributions of the polarized water and ion
atmospheres surrounding the charges, as well as the inter-
action between the charges themselves). It is instead the
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entropic contribution to the free energy that makes the
interactions between opposite charges favorable.

This conclusion—that plus and minus charges do attract in
aqueous solutions, but for entropic and not enthalpic rea-
sons—is one of the almost endless, counterintuitive properties
of water. The answer to the question “Why?” is “because the
value of the dielectric constant decreases steeply with
increasing temperature,” which is more a statement of
experimental fact than molecular-level explanation. The
dielectric constant reflects the static polarization of water,
both between the plates of a capacitor and around an ion. The
structure of the water, which influences this polarizability,
becomes disordered as the temperature increases, and
releases water molecules as ions approach one another.

The nature of electrostatic interactions in water, and the
partitioning of these interactions between enthalpic and
entropic terms, is one surprise about water. There are
others. For example, Ninham and co-workers have shown
that electrostatic interactions do not always dominate the
total free energy of interactions between ions. As the
concentrations of ions increases, dispersion forces among
ions and water have to be included in accurate thermody-

namic descriptions of solutions of electrolytes.[75] A striking,
counterintuitive result of the study by Ninham and co-
workers is that the net interaction between some ions of like
charge is attractive when dispersion forces are included.[75]

For example, in a 1m aqueous solution of NaNO3, the ion–ion
pair distribution function shows that NO3

� ions prefer to be
next to other NO3

� ions rather than Na+ ions; Na+ ions,
however, do not show an analogous preference.

2.7. From a Pair of Charges to Proteins

There are two ways of describing the distribution of
charges on a protein mathematically: One, which can be
applied to whole proteins or to individual side chains, is
through a multipole expansion. In this approach, the electro-
static free energy of interaction between two molecules is
represented as a sum of charge–charge, charge–dipole,
dipole–dipole, and higher-order interactions. The multipole
expansion requires evaluations of large numbers of terms, and
is cumbersome when describing large molecules such as
proteins.

Figure 2. The electrostatic free energy, enthalpy, and entropy of interaction between two ions of the opposite (A, B) and of the same (C, D) charge
in hexane (A, C) and water (B, D) containing 100 mm NaCl depends on the distance between the ions. Values of the free energy of interaction in
this simplified, isothermal, one-dimensional system (DG, in units of kT) were calculated at 25 8C using Equations (12)—(14) for hexane, and
Equations (15)–(17) for water with salt.
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An alternative to using the multipole expansion focuses
on the density of charge 1(r) [Cm�3]. If all the charge is
localized on individual atoms, then 1(r) corresponds to an
array of point charges, with zi as the charge associated with
atom i. Values of zi can be whole or fractional units of charge.
The total electrostatic free energy of a particular distribution
of charge is the work done in assembling an array of charges
from a reference state of infinite separation [Eq. (18)], where

DG ¼
X

i

zifðriÞ ð18Þ

the sum is over all charges in the array, and f(ri) is the
electrostatic potential at the position ri ar a consequence of
the other charges in the array.

The problem of calculating the electrostatic free energy is
that of calculating the electrostatic potential f(ri). This
calculation can be done for proteins by using the Poisson–
Boltzmann equation, which is described briefly in Section 3.2.

2.7.1. The Free Energy of Solvation of Charges

Interactions between charges during protein folding,
ligand binding, and protein–protein interaction often involve
changes in their solvation. The free energy of transferring a
charged group from a medium with a larger value of e to one
with a smaller value of e is always positive (that is,
unfavorable);[48,117] this effect is often referred to as desolva-
tion in biophysics, as it typically occurs when a charged group
moves from a more-solvated to a less-solvated state.

The free energy of solvation of a charged group is the
result of the polarization induced in the dielectric medium
surrounding the group.[48] The polarization produces a local
electric field (called the “reaction field”, or sometimes the
“self field”). The larger the value of e, the greater is the
magnitude of the reaction field. The free energy of interaction
between a charged group and its reaction field is always
negative (that is, favorable). This free energy of solvation is a
major driving force in the dissolution of ionic solids in water.

The transfer of a charged group from a region with a large
e value to a region with a smaller e value reduces the
magnitude of the reaction field of the ion, and results in a
positive free energy of transfer. These changes in solvation
can have interesting consequences on protein stability and
activity. For example, in the absence of a ligand, charges on
the surface of the active site of a protein are exposed to
solvent. The binding of a ligand to the protein expels solvent
from the interface; the charged group is transferred from an
environment with a high dielectric constant (e� 20–80) to the
interior of the complex where the dielectric constant is much
lower (e� 4). The consequence of this transfer is that charged
groups in active sites do not always contribute to the strength
of the interaction between the protein and the ligand. Davis
et al.[8] argued in a study of the binding of two cell-surface
proteins CD2 and CD48 that charged residues on CD2
contribute little to the affinity of binding of CD48 because of
the trade-off between the unfavorable energy of desolvation
of charges and the favorable energy of forming electrostatic
contacts. Instead, these charged residues contributed primar-

ily to the specificity of interactions because of electrostatic
complementarity of the two surfaces.

Desolvation plays a major role in the energetics of buried
charges. The formation of a buried salt bridge can actually be
destabilizing if the favorable free energy of electrostatic
interactions between two oppositely charged groups is smaller
than the unfavorable free energy of desolvation of the
individual charges. Hendsch and Tidor estimated this effect
in protein folding.[17] Calculations based on continuum
electrostatic theory indicated that the majority of buried
salt bridges are destabilizing in the folded state, relative to
interactions between amino acids that are the same size, form
hydrogen bonds, but are not charged; this destabilization by
salt bridges is due to the large penalty of desolvation.

From the work of Hendsch and Tidor[17] as well as
others,[15,118] it is clear that the free energy of desolvation is
similar in magnitude to the free energy of electrostatic
interactions in the formation of buried salt bridges. The net
free energy for the formation of buried salt bridges is still
uncertain, because these interactions offset each other. For
example, Baker and co-workers[118] have argued that the free
energy of electrostatic interactions between charges more
than compensates for the free energy of desolvation in most
cases. Kumar and Nussinov[15] surveyed the free energy of
formation for a large number of salt bridges predicted by
continuum electrostatic calculations, and suggested, based on
their calculations, that only a minority (34%) of buried salt
bridges were destabilizing. Kumar and Nussinov attributed
the discrepancy between their work and the work of Hendsch
and Tidor[17] to differences in the distance of charge–charge
interactions used to define a salt bridge: while the study of
Hendsch and Tidor included many salt bridges with separa-
tion distances greater than 4 D, Kumar and Nussinov defined
salt bridges as having separations of � 4 D.

2.7.2. The Influence of Ionic Strength on Electrostatic Interactions
in Proteins

It is a common belief that increasing the ionic strength of a
solution minimizes the free energy of the electrostatic
interactions by shielding charged groups by the Debye
layer. In proteins, however, the electrostatic free energy is
not necessarily reduced by ionic strength for three reasons:
1) The energy of desolvation is only weakly dependent on

ionic strength. If desolvation dominates the contribution
of the electrostatic interactions to the free energy, then the
net free energy will be fairly insensitive to the ionic
strength.[17]

2) The distances between many charged groups in proteins
(especially those involved in salt bridges) are significantly
smaller than the Debye screening lengths (k(I=100 mm)
� 1 nm; I= ionic strength); the effect of changing the
screening length on the free energy of the interaction is
therefore insignificant for these groups.

3) Charges on the surface of a protein also interact through
the low dielectric interior of the protein; free ions in
solution should have little effect on this type of inter-
action.
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2.7.3. Conclusions

The charged groups on a protein constitute a network with
interdependent, cooperative proton equilibria. The variety of
environments in which charged groups are found—on the
surface or in the interior, proximal to other charges or not—
make it impossible to generalize the contributions of electro-
static interactions to many processes in proteins. As a result,
experimental work and new experimental methods are
required.

3. Methods of Studying Electrostatic Interactions in
Proteins

3.1. Experimentally, by Site-Directed Mutagenesis

The most common strategy for exploring the contribution
of charged groups to the stability and activity of proteins is
site-directed mutagenesis. This approach identified key amino
acids that contribute substantially to stability or activity.[119,120]

Double mutant cycles have also been used to estimate the free
energy of interactions between two charged groups on a
protein[121,122] or between two proteins.[11] This approach
focuses on local interactions, and identifies the roles of
particular charged residues—often the ones in the active site,
at the area of contact with another macromolecule or a ligand,
or forming a salt bridge.

Fersht and co-workers pioneered the use of site-directed
mutagenesis to examine the role of charged groups in proteins
with studies on barnase and subtilisin.[2, 121,123] A classic
example is the work of Anderson et al. on the role of charged
groups on the stability of T4 lysozyme.[93] This study
demonstrated that a specific salt bridge (Asp70-His31)
contributed 3–5 kcalmol�1 to the stability of the protein.
Dao-pin et al.[122] measured the stability of 13 different single,
double, triple, and quadruple mutants of T4 lysozyme
produced by site-directed mutagenesis, and concluded that
long-range electrostatic interactions contributed, on average,
little to stability. In another example, which reached a
different conclusion, Perl et al. replaced a single negatively
charged amino acid (Glu) on the surface of a mesophilic cold-
shock protein by a positively charged amino acid (Arg); this
mutation increased the thermal stability of the protein by
more than 2.8 kcalmol�1, and rendered the mutated meso-
philic protein nearly equal in stability to its thermophilic
counterpart.[119] Analysis of the structure of these proteins
showed this change in stability was not due to the formation of
an ion pair involving Arg and a specific negatively charged
group on the protein, but a result of many long-range, but
generally favorable interactions. Significant changes in stabil-
ity can thus result from the change in the electrostatic free
energy of interactions on mutation of a single charged amino
acid, but understanding and predicting these changes may not
be simple.

Benkovic and Hammes-Schiffer used site-directed muta-
genesis to explore the mechanisms of the catalytic activity of
dihydrofolate reductase.[124] This elegant, extensive work
demonstrated that residues that are neither in direct contact

with ligands in the active site, nor able to make contact after
substantial conformational rearrangements, are still able to
influence catalytic activity. The authors concluded that these
conserved residues act as a coupled network that determines
protein structure and, perhaps more importantly, coordinates
intramolecular motions of the protein central to its catalytic
activity.

Site-directed mutagenesis has two major limitations. First,
the expression and purification of protein mutants is time
consuming. Second, the individual or pair-wise interactions
targeted by this technique can be too weak to detect or
quantify. As we describe later, CE and charge ladders
circumvent some of these limitations (while introducing
others).

3.2. Theoretically, by Calculations of Continuum Electrostatics

The Poisson–Boltzmann equation is a second-order, non-
linear differential equation that relates values of electrostatic
potential to the density of charge that is embedded in a non-
uniform dielectric continuum. In this equation, values of
electrostatic potential, charge density, and dielectric constant
are all functions of position. Numerical solutions of the
Poisson–Boltzmann equation, first applied to proteins by
Warwicker and Watson[125] and then by Honig and co-work-
ers,[59,126] are the method of choice for calculating electrostatic
free energies between proteins and between charged groups
on a protein, for representing potential surfaces, for calculat-
ing free energies of solvation of charged groups as well as the
pKa values of ionizable residues, and for other applica-
tions.[24, 26] This approach is semimacroscopic: the distribution
of charges on the macromolecule is treated explicitly on the
basis of crystallographic data, while the solvent is treated as a
continuum, with a density of charge to represent dissolved
ions.[24] The protein is represented as a cavity of low dielectric
constant—either uniform or as a function of position[47]—
embedded in a high dielectric medium.

Numerical solutions of the Poisson–Boltzmann equation
predict the electrostatic potentials present at protein surfaces,
and can clarify the role of electrostatics in protein–protein
and protein–nucleic acid interactions.[24] For example, trypsin
and bovine pancreatic trypsin inhibitor form a strong com-
plex, even though both proteins have a large positive net
charge. The Poisson–Boltzmann equation revealed a local
domain of negative potential at the binding site of trypsin that
probably contributes to the affinity of the two proteins.[24]

Solutions to the Poisson–Boltzmann equation are compu-
tationally intensive, and therefore cannot be easily coupled to
dynamic simulations. There are also uncertainties in the
parameters of the model (e.g. atomic radii that define the
boundary between the protein and solvent, dielectric con-
stants of the protein and solvent at the interface, and the
“intrinsic” pKa values used to determine proton equilibria).

Calculations using the Poisson–Boltzmann equation indi-
cate that many electrostatic interactions that are likely to be
encountered in proteins and complexes of proteins and
ligands are sufficiently weak that they are currently undetect-
able by experiment. As an example, we calculated the
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electrostatic free energy of interaction between each Lys e-
NH3

+ residue of carbonic anhydrase and a positive “test”
charge situated at the active site of the enzyme (Figure 3). All
but one interaction are below the thermal energy (RT).

4. Protein Charge Ladders—A New Approach to
Probing Networks of Interactions among Charged
Groups on Proteins

Protein charge ladders are formed by chemical modifica-
tions of charged groups which alter the charge state of that
group, (e.g. -NH3

+!NHCOCH3; -CO2
�!-CO2CH3). The

reactions are, we believe, generally relatively nonspecific in
their position—most or all of the Lys residues in a protein
may, in principle, react with similar probability. As a result,
the reaction mixture contains protein derivatives with differ-
ent numbers and sites of modifications. The mixture of the
protein derivatives can be separated into distinct bands by
capillary electrophoresis (CE). CE readily measures and
separates molecules on the basis of electrophoretic mobility
(m [m2V�1 s�1])—a property that depends on the ratio of two
fundamental biophysical characteristics of proteins: net
charge and hydrodynamic drag.[127] Each peak consists of a
mixture of regio-isomers of approximately the same net
charge.

The combination of protein charge ladders and CE makes
it possible to measure or estimate the electrostatic properties
and interactions of proteins. The following sections review the
synthesis, characterization, and the use of charge ladders and
CE to examine the following properties of proteins: 1) the net

charge, 2) the extent of charge regulation upon acetylation of
a Lys residue, 3) the electrostatic contributions to the free
energy of binding of ligands, 4) the electrostatic contributions
to the free energy of folding and stability, and 5) the role of
the charge of a protein and of the electrostatic interactions in
bioprocessing (in particular in ultrafiltration). Two other
subjects that we review that do not fall in to the realm of
electrostatics, but can nevertheless be addressed using
charged ladders and CE, are: 1) determination of the hydro-
dynamic drag of proteins, and 2) the effects of surface charge
on the pattern of protein ionization in electrospray mass
spectrometry.

5. Model Proteins in Studies with Charge Ladders

The development of a new technique often requires a
system that is straightforward to handle. In protein biophysics,
the models used have included barnase[128] for folding,
acylphosphatase for studies of in vitro aggregation and
amyloid formation,[129] and triosphosphate isomerase and
dihydrofolate reductase[124] for catalysis. We have used
carbonic anhydrase (CA, EC 4.2.1.1) as the model protein
in our studies. Both the bovine CA (BCA) with 18 Lys e-NH3

+

groups and the human CA (HCA) with 21 Lys e-NH3
+ groups

are commercially available and their structures are deter-
mined. Both proteins have naturally acetylated N-terminal a-
amino groups. CA is stable (Tm(HCA)= 60 8C; Tm(BCA)=
65 8C)[130] and therefore easy to handle. More importantly, the
charge ladders of CA are well-resolved by CE (see Figures 1b
and 4), and acetylation of CA does not disrupt its tertiary
structure.[131] CA does not interact with the walls of the
capillary when the electrophoresis buffer has a pH value of
greater than 7.5. In addition, a variety of well-characterized
inhibitors to CA (almost all aryl sulfonamides) are commer-
cially available or easy to synthesize.[132] We have also used
insulin,[133] lysozyme,[107,134] and a-lactalbumin[56] in studies
with charge ladders. Many proteins other than these few form
well-resolved charge ladders,[54] but we have not carried out
detailed analysis of their electrostatic properties by using this
technique.

6. Synthesis and Characterization of Protein
Charge Ladders

6.1. Preparation of Protein Charge Ladders

The reactions used to form charge ladders convert
residues that are charged at the pH value of interest (e.g the
Lys e-NH2 group, which is e-NH3

+ at physiological pH values)
into neutral species; certain modifications—for example,
acylation of amines with succinic or glutaric anhydride—
reverse the charge (Table 2).[19,54] When the reactions are not
carried to completion, they result in statistical mixtures of
derivatives of the protein; these derivatives differ in the
extent of modification, and thus in the number of charged
groups. We refer to the set of derivatives with the same
number of modifications as a “rung” of the ladder. The

Figure 3. The electrostatic free energy DGelec of interactions between
the positive charge on each Lys e-NH3

+ group of human carbonic
anhydrase II (HCAII), and a positive “test” charge situated at the
active site of the enzyme, as a function of distance r between the
charges. The electrostatic free energy is calculated using numerical
solutions of the linearized Poisson–Boltzmann equation. The solvent
surrounding the protein is modeled with a dielectric constant of
e=80; the interior of the protein is modeled with e=4. The solid line
is a fit of a screened Coulombic potential [Eq. (28) in the text]) with
both e and k varied to fit the data. The inset shows the structure of
HCAII: the active site is colored red with the Zn2+ ion in yellow; the 7
of the 21 total Lys residues that are visible in this view are colored
blue; the number indicates their position in the sequence of the
protein.
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literature on protein modifications[135,136] lists many additional
reactions that might be used to form charge ladders.

Acylation of e-NH3
+ residues of Lys by anhydrides or N-

hydroxysuccinimide (NHS) esters of carboxylic acids annihi-
lates a positive charge (e-NH3

+!e-NHCOR) and makes the
protein more negatively charged with each modification.
Acylation of N-terminal a-NH3

+ groups also occurs, but the
difference in the pKa values of a-NH3

+ and e-NH3
+ groups

allows for preferential acylation of one group over another at
certain pH values, if necessary.[133]

The procedure for forming charge ladders by acylation of
lysines usually involves the addition of 5–25 equivalents of an
anhydride or an NHS ester (relative to the protein) to the
solution of a protein in 10% v/v 0.1n NaOH (pH� 10).[54,133]

An excess of the reagent is required because the acylation
reaction proceeds in competition with aqueous hydrolysis. For
proteins with large numbers of lysine groups, we typically
generate protein charge ladders showing complete sets of
rungs by combining two batches of modified protein, one
prepared using 10 equivalents of acylating agent, and one
using 25 equivalents. This dual procedure favors the forma-
tion of the early and late rungs of the charge ladder; their
combination gives a mixture containing all rungs. The
reactions can also be carried out in buffers,[137] but the
buffer must have low nucleophilicity so that reaction with the
buffer does not compete with acylation. Carbamylation

Figure 4. A) Electropherograms of charge ladders of bovine carbonic anhy-
drase II. 1) Charge ladder of BCAII generated with acetic anhydride (BCA-
(NHCOCH3)m). 2) The reaction can be driven to completion to generate
peracetylated protein (BCA-(NHCOCH3)18). 3) Charge ladder generated with
hexanoic anhydride (BCA-(NHCO(CH2)4CH3)m). * indicates native protein,
and & indicates an electrically neutral marker (mesityl oxide or p-methoxy-
benzyl alcohol) used to monitor electroosmotic flow. A dashed vertical line
indicates that the mobilities of the first rung of the acetyl and hexanoyl
ladder are indistinguishable. Late rungs of the hexanoyl ladder show the
influence of (probably) increasing drag. All separations are done in 25 mm

Tris/192 mm Gly buffer on a capillary 47 cm long. B) High-resolution electro-
pherograms of BCAII charge ladders generated with the N-hydroxysuccin-
imide ester of acetic acid. The acetylation reactions were conducted in
borate buffer of pH 8.56 and analyzed in D2O-based Tris-Gly buffer on a
capillary 117 cm long. The scale of �1/t is proportional to mobility m

[Eq. (30)]. (Adapted from Ref. [137].)

Table 2: Examples of possible modifications of the Lys, Asp, Glu, and Arg
residues of a protein that result in a change in the charge of the residue.

Residue Reagent Product DZ

-(CH2)4NH3
+ (CH3CO)2O -(CH2)4NHCOCH3 �1

-(CH2)4NH3
+ (CH3(CH2)4CO)2O -(CH2)4NHCO(CH2)4CH3 �1

-(CH2)4NH3
+ -(CH2)4NHCOC6H5 �1

-(CH2)4NH3
+ -(CH2)4NHCOCH3 �1

-(CH2)4NH3
+ -

(CH2)4NHCO(CH2)2COO� �2[a]

-(CH2)4NH3
+ N�C�O� -(CH2)4NHCONH2 �1

-CH2COO� or -
(CH2)2COO�

CH2N2 -CH2COOCH3 or -
(CH2)2COOCH3

+1

-CH2COO� or -
(CH2)2COO�

EDAC[b]/
NH2OH·HCl

-CH2CONHOH or -
(CH2)2CONHOH

+1

�1[c]

[a] In some circumstances, the reaction can form the cyclic, neutral
intermediate. [b] 1-Ethyl-3-(3-dimethylaminopropyl)carbodiimide. [c] This
product results when the reaction is carried out at pH>12. Reactions
carried out at pH 7–9 results in N,N-(1,2-dihydroxycyclohex-1,2-ylene)ar-
ginine (no change in charge), and pH 10–11 in multiple uncharacterized
products.[142]
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reactions using potassium cyanate can also be used to
neutralize lysine residues by converting them into homoci-
trulline.[138]

Reactions of carboxylic acid residues (Glu-COOH, Asp-
COOH) with diazo compounds[136, 139] or with nucleophiles
such as hydroxylamine[111] or glycine methyl ester[140] result in
the annihilation of a complete or partial negative charge, and
make the overall charge of a protein more positive. Another
possibility is the reaction between arginine and a-dicarbonyl
compounds.[141] The products of this reaction, however, vary
depending on the pH value of the reaction, and have not been
thoroughly characterized.[142]

Another class of acylating reagents that can be used to
form charge ladders comprises reagents that themselves
generate charge, such as succinic anhydride, 1,2,4-benzene-
tricarboxylic anhydride, and 1,2,4,5-benzenetetracarboxylic
dianhydride.[54,143] Upon reaction and subsequent hydrolysis,
these reagents introduce one, two, and three carboxylic acid
groups, respectively, in place of a positively charged lysine
residue. We use these reagents primarily to improve the
resolution of the rungs of charge ladders of proteins of high
molecular weight.

The reactions of Lys e-NH3
+ residues with anhydrides or

NHS esters of large, more hydrophobic groups, such as
hexanoyl or benzoyl (Figure 4), result in what we call
“hydrophobic charge ladders.” Here, we use the change in
the charge of the Lys residue upon acylation primarily to
count the number of hydrophobic groups added to the
protein, and the main objective of acylation is to modify the
hydrophobicity of the protein rather than the charge. We have
also extended the idea of a ladder to hydrodynamic drag.[144]

Hydrodynamic ladders are generated by reactions of lysine
residues with NHS-activated poly(ethylene glycol) (PEG)
chains (see Section 8.3).

We have driven some of these reactions to more than 90%
completion in an aqueous phase by using an excess of the
reagents and carefully controlling the reaction conditions:[145]

these procedures generate a single species (the perfunction-
alized proteins), rather than a mixture. The ability to generate
a single, perfunctionalized version of a protein makes it
possible to use analytical techniques other than capillary
electrophoresis to characterize it.[131,146] Figure 1b and 4 show
electropherograms of different ladders of BCA, made with
acetic anhydride, hexanoic anhydride, and hydroxylamine, as
well as a demonstration of a peracetylated BCA.

6.2. Characterization and Analysis of Charge Ladders by
Capillary Electrophoresis

We analyze protein charge ladders by capillary electro-
phoresis (CE) in free solution. CE separates molecules on the
basis of competition between electrokinetic and hydrody-
namic forces.[127] In comparison to other techniques for
separating biomolecules based on charge—such as isoelectric
focusing (IEF), poly(acrylamide) gel electrophoresis
(PAGE), or ion exchange chromatography–-CE offers high
resolving power, minute consumption of material, rapid
analysis, and ease of operation.

The basics of CE and its application to charge ladders
have been reviewed extensively,[57,127,147] and thus we describe
it here only briefly. The electrophoretic mobility of an analyte
(m [m2V�1 s�1]), which is defined as the steady-state velocity
per unit applied field, results from the balance of two
opposing forces: an electrokinetic force that accelerates the
charged molecule and a hydrodynamic drag force that slows
it. The mobility m can be expressed by Equation (19), where Z

m ¼ eZ
f eff

ð19Þ

(with no units) is the net charge of the molecule, e [C] is the
charge of an electron, and feff [Nsm�1] is the effective
hydrodynamic drag coefficient. The value of feff is a complex
function of the shape and size (molecular weight) of the
protein and the properties of the electrophoretic buffer
(viscosity and ionic strength).

The experimentally observed mobility mobs of a molecule is
the sum of two terms: the electrophoretic mobility m of the
molecule itself and the electroosmotic velocity (the velocity
of the buffer) per unit field strength mos. Electroosmotic flow
can be measured by adding an electrically neutral marker to
the solution of the protein injected into the capillary.

The electrophoretic mobility of an analyte is thus
calculated from the measured values of the migration times
of the analyte and a neutral marker from Equation 20, where

m ¼ mobs�mos ¼
LtLd

V
ð1
t
� 1
tmÞ

ð20Þ

V [V] is the applied voltage, Lt [m] is the total length of the
capillary, Ld [m] is length of the capillary from the inlet to the
detector, tnm [s] is the time that the neutral molecule takes to
reach the detector, and t [s] is the time that the analyte takes
to reach the detector. The mobility of the neutral marker is
thus set to zero.[148]

CE separates the collection of derivatives of a protein
charge ladder in free solution into the individual peaks or
“rungs” of the ladder, with each rung containing the same
number of modifications, and approximately the same net
charge. Since small reagents such as acetic anhydride add
< 1% of mass or volume to the protein, they do not
significantly alter the hydrodynamic drag (Figure 4), and the
rungs of the charge ladder are separated by CE primarily on
the basis of charge. Values of mobilities of the nth rung of the
ladder, mn, for all the rungs of the charge ladder are measured
in a single experiment; typical times for separation range
from 3 to 30 minutes.

Capillary electrophoresis can resolve changes in m of
about 1 K 10�9m2V�1 s�1. The ability of CE to resolve the
rungs of a particular charge ladder depends on the difference
in the mobility caused by a change in a single unit of charge.
We found empirically that proteins with molecular weights
below 50 kDa form resolvable charge ladders in which the
rungs differ by about 1 unit of charge.[54] In larger proteins (>
50 kDa), the change in one unit of charge does not change the
m value sufficiently to give resolvable rungs of the ladders. In
this case, reagents that change the charge by more than one
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unit per modification can be used to resolve the rungs of the
ladder.[54]

For small proteins such as insulin (MW= 3 kDa),
regioisomers with different acetylation patterns can some-
times be resolved and assigned.[133] The assignment of the
acetylation patterns in insulin can be done by exploiting the
differences in the pKa values of the lysine group and the two
N-terminal a-NH2 groups, and by carrying out acetylation
reactions in buffers of different pH values. Such assignments
would be hard to carry out in a larger protein containing
multiple lysine residues of similar reactivities.

Interactions between proteins and the walls of the
capillary can complicate the analysis of charge ladders by
CE. We usually analyze negatively charged proteins (that is,
proteins analyzed at values of pH>pI ; pI= isoelectric point
of the protein) on bare silica capillaries. Such capillaries are
negatively charged because of the ionization of silanol to

siloxide groups (SiOHÐSiO�+H+, pKa� 2.2).[127] To analyze
basic proteins (pI> pH of the electrophoresis buffer), it is
necessary to reverse the charge of the capillaries to minimize
the adsorption of positively charged proteins onto the
negatively charged capillary wall. A variety of chemical
methods can be used to modify and screen the negative
charge on the wall of the capillary through covalent chemical
modification[149] or physical adsorption of polymers.[134, 150] We
choose the straightforward and convenient method of non-
covalent adsorption of a cationic polymer such as polybrene
(Poly(N,N,N’,N’-tetramethyl-N-trimethylenehexamethylene-
diammonium dibromide)) to reverse the charge of the
capillary to analyze basic proteins.[134, 147] A technical difficulty
in analysis arises when the charge ladder of a protein contains
both net positively and negatively charged species: the rungs
having charge opposite to that of the capillary tend to adsorb
to its walls.

Figure 5. Examples of charge ladders formed by acetylation of Lys e-NH3
+ residues. *: neutral marker, &: native protein, and *: impurities in the

starting sample. The number of acetylated Lys groups (n) is indicated below each electropherogram. A) Charge ladders of proteins having values
of pI<8.4, analyzed on an uncoated negatively charged capillary. B) Charge ladders of proteins having values of pI>8.4, analyzed on a polybrene-
coated (positively charged) capillaries. (Reproduced with permission from Ref. [54].)
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Figure 5 shows a survey of different proteins—both basic
and acidic, of various molecular weights, and containing
various numbers of lysine residues—for their ability to form
resolvable charge ladders. While many proteins form useful
charge ladders, some (e.g. myoglobin) show the rungs of the
ladder superimposed on a broad background; we do not
understand the shape of those electropherograms. We believe
we can form charge ladders of most proteins, unless acylation
of lysine residues spontaneously denatures the protein or
causes the derivatives to aggregate.

Increased resolution of the rungs of the charge ladder can
be achieved by carefully choosing the conditions of the
separation. We have worked out the conditions for baseline
separation of the rungs of a charge ladder of carbonic
anhydrase by using a long (117 cm) capillary and D2O-based
Tris-Gly buffer.[137] We believe that the D2O-based buffer
increases the resolution of the separation by increasing the
viscosity of the buffer in comparison to the H2O-based buffer.
Figure 4B shows high-resolution electropherograms of early
and late rungs.

7. Models for the Analysis of Data from Capillary
Electrophoresis

Electrokinetic models, such as those used in colloidal
science, can aid in the analysis of data from charge ladders,
and can help to characterize the physical properties of
proteins (that is, values of net charge and effective hydro-
dynamic size). As we show, a priori prediction of electro-
phoretic mobilities of proteins is challenging because it
requires the combination of two models: an electrostatic
one, to predict the distribution of charges and values of the
electrostatic potential in the vicinity of the protein, and an
electrokinetic one, which uses the values of electrostatic
potential, information about the size and shape of the protein
and properties (viscosity, concentration of different ions) of
the solution to predict values of electrophoretic mobility.

The values of mobility of the rungs of a charge ladder with
the smallest magnitude of net charge typically correlate
linearly with the number of modifications and with the charge,
if we assume the change in chargeDZ between the rungs to be
constant. One of the more useful and straightforward models
for the analysis of the mobility data from a capillary electro-
phoresis experiment is that of HNckel,[151] with subsequent
modification by Henry.[152] This model relates the mobility (m
[m2V�1 s�1]) of a particle to its surface potential (ys [V])
through Equation (21), where e0 [CV�1m�1] is the permittiv-

m ¼ 2 ee0ys

3 h
f ðkRÞ ð21Þ

ity of a vacuum, e is the dielectric constant of the solution
medium, h [Pas] is the viscosity of the solution, k [m�1] is the
inverse Debye length, andR [m] is the radius of the particle of
interest. The function f(kR)[153] added by Henry ranges in
value from 1.0 to 1.5 and extends the applicability of the
model of HNckel to particles of arbitrary size with respect to
the Debye length.

The Debye model relates the surface potential ys to the
charge Z [Eq. (22)] and comes from the solution to the

ys ¼
eZ

4pe0eRð1þ kRÞ ð22Þ

linearized Poisson–Boltzmann equation for a spherical object
assuming a low average absolute surface potential (jys j<
25 mV; this assumption is known as the Debye–HNckel
approximation[154]) and uniform charge distribution. Combin-
ing Equations (21) and (22) results in a simple expression that
relates mobility directly to net charge [Eq. (23)]. The

m ¼ eZ
6phRð1þ kRÞ f ðkRÞ ð23Þ

mobilities extracted from a capillary electrophoresis experi-
ment for the rungs of a protein charge ladder can be analyzed,
using Equation (23) to extract the values of charge of each
rung, provided that the parameters h, k, and R are known.

Alternatively, HenryJs model can be used in conjunction
with mobilities from protein charge ladders to extract values
of the hydrodynamic radius of a protein.[58] The procedure
requires estimating or assuming the value of DZ, and involves
a linear least-squares fit of the values of mobility of the first
several rungs of a charge ladder to Equation (23). This
procedure provides a value of the effective hydrodynamic
radius R of the protein, which can be interpreted as the radius
of a sphere that would have the same hydrodynamic drag as
the protein.

The assumptions that underlie these colloid models do not
describe proteins accurately. The Debye model assumes that
the charge on the surface of a protein is uniformly distributed;
since charged groups on proteins are clearly localized, this
assumption is an approximation. Proteins are also only
approximately spherical; theoretical predictions of the effec-
tive hydrodynamic radius R of a protein based on its real
shape is an involved task that requires atomic-level structural
data, and consideration of the effects of layers of hydration by
the solvent.[155] Both the electrokinetic models of Henry and
HNckel and the electrostatic model of Debye are valid only
when the absolute average surface potential of the protein is
less than about 25 mV.[151] As the magnitude of the charge on
the protein increases beyond this value, the use of the Debye–
HNckel approximation is no longer valid. Also, the ionic
atmosphere surrounding the protein can no longer be
assumed to be at its equilibrium value: the applied field can
distort (that is, polarize) the ion atmosphere, and the finite
mobility of these ions results in a distortion of this atmosphere
as the protein moves (ion relaxation). The models of HNckel
and Henry are, however, straightforward to use and can
provide quick estimates of the net charge of a protein ZA

CE

(defined in Section 2.1) under a particular set of conditions,
provided there is some estimate of R.

There have been multiple extensions of the model of
Henry and HNckel to address these approximations.[156–158]

Yoon and Kim[156] relaxed the assumption that the protein is a
sphere, and instead treated the protein as an ellipsoid with
uniform surface potential; the electrostatics are still treated
with the Debye–HNckel approximation, and ion relaxation
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and polarization are ignored. If this model is parameterized
with experimental protein diffusivities, and with some esti-
mate of the shape of the ellipsoid from crystallographic data,
it accurately predicts experimental mobilities for charge
ladders[159] if the net absolute protein charge is low and the
average absolute surface potential is less than approximately
25 mV.

OJBrien andWhite[157] treated the protein as a sphere with
charge uniformly distributed on the surface; this model uses
the nonlinear Poisson–Boltzmann equation and includes the
effects of polarization and relaxation of ions. Since this model
treats the electrokinetic problem for a uniformly charged
sphere and its ion atmosphere exactly, and without further
approximation, it is referred to in the colloids literature as the
“Standard model” of electrokinetics.[160]

To assess the limits of HenryJs model for describing the
mobility of proteins in charge ladders, we compared exper-
imental values of electrophoretic mobility of the charge
ladder of HCAII with predictions from the models of OJBrien
and White and the model of Henry using the electrostatic
potential calculated with the Debye–HNckel theory
[Eq. (22)].[58] Calculations with the Standard model were
carried out using two values of DZ : a value of �1.0 to
represent the “ideal” case and a value of�0.9 to approximate
the effects of charge regulation (see Section 8.1). Figure 6
shows that both models give values that agree with the
experimental mobilities for the rungs of the charge ladder
with the smallest absolute values of net charge. The net
charge of the protein becomes increasingly more negative
with increasing number n of acetylated lysine e-NH3

+ groups,
and the values of mobility no longer correlate linearly with n.
The onset of nonlinearity at n= 8 in the experimental data
coincides with deviation of the nonlinear Standard model
from the linear model of Henry. Thus, both the nonlinear
electrostatics and ion polarization and relaxation contribute
to the observed nonlinearity. The fact that the experimental
data fall between the two theoretical curves is consistent with
other estimates of DZ for HCAII (Section 8.1).

The boundary element (BE) model of Allison et al.[161]

requires the fewest approximations in modeling the electro-
kinetics of proteins. This approach uses the crystal structure of
the protein to construct its hydrodynamic shear surface (that
is, the particle–solution interface where the local viscosity
changes from a high to the bulk value[161]) and to calculate its
electrostatic potential. The BE model is thus an extension of
the Standard model to particles with shapes and distribution
of charge that more accurately describe the protein than does
the Standard model.

In collaboration with Allison, we compared values of
mobility calculated by the BE model with experimental
mobilities of the charge ladders produced from five different
proteins (bovine a-lactalbumin, hen egg-white lysozyme,
bovine superoxide dismutase, human carbonic anhydrase II,
and hen ovalbumin).[159] All calculated mobilities were in
good-to-excellent agreement with experiments. The BE
model also allowed the prediction of the change in mobility
resulting from an incremental change in the charge of one
unit. Comparison of these predicted changes in mobility with
measured changes arising from modification of the charged

groups provided estimates of DZ that were in reasonable
agreement with values calculated using models of charge
regulation (Section 8.1).[159] The main limitations to the BE
calculations are that they are not yet available in an easily
distributed software package, and are expensive computa-
tionally. This approach also requires knowledge of the crystal
structure of the protein and an independent measure of the
translational diffusion coefficient of the protein.

We found that the main challenge to the accurate
prediction of electrophoretic mobilities of proteins is in the
modeling of the electrostatics—the distribution of charged
groups on the protein—and not in modelling the electro-
kinetics. Comparison of measured electrophoretic mobilities
with predictions from electrokinetic models may be a useful
approach to the development and testing of new models of
electrostatics and proton equilibria in proteins.

8. Charge Ladders for Measuring the Net Charge
and Hydrodynamic Drag of a Protein

Charge ladders provide a self-calibrating tool useful for
the estimation of certain basic physical parameters of a

Figure 6. Values of the electrophoretic mobility m of the rungs of the
acetyl charge ladder of HCAII, plotted as a function of the number n of
NHCOCH3 groups on the protein. a: values of m predicted by
Henry’s equation using the electrostatic potential calculated from the
Debye–Huckel equation; c : values of m predicted by the standard
model of O’Brien and White, determined using values of DZ=�1.0
and DZ=�0.9. The inset shows the linear section of the graph of m
versus n. The solid line is a linear least-squares fit of these data: the
intercept of the x-axis gives the number of amine groups that would
have to be modified to make the electrophoretic mobility of the
protein, and by inference the net charge of the protein, zero. The
intercept indicated by the arrow in the inset shows that 2.3 amine
groups would have to be added to the protein in this case. The net
charge of the unmodified protein determined by CE is ZA

CE=2.3DZ ;
here DZ is the change in net charge as a result of the acetylation of a
Lys e-NH3

+ group. The value of DZ must be determined or estimated
by some other means to assign a quantitative value to ZA

CE. The slope
of the line gives the reciprocal of the effective hydrodynamic drag
coefficient 1/feff of the protein.
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protein such as charge and hydrodynamic radius, both of
which can be related to the electrophoretic mobility. Plots of
the values of electrophoretic mobilities of the rungs of a
protein charge ladder versus the number n of modifications
typically shows a linear correlation, at least for small values of
n (inset of Figure 6). If we know the change in charge DZ per
modification of an e-NH3

+ group, and replot the mobility of
the rungs versus the change in charge of each rung nDZ, we
are then able to determine the net charge of the unmodified
protein ZA

CE by extrapolation of the best-fit line to the
intersection with the x-axis. Equation (24) expresses the
mobility of rung n as a function of ZA

CE and DZ.

mn ¼
eZn

CE

f eff
¼ eðZA

CE þ nDZÞ
f eff

ð24Þ

This analysis (inset of Figure 6) allows the determination
of the net charge of a protein in the absence of any models of
electrophoresis and underlying assumptions. It requires,
however, a value of DZ—the change in charge upon
acetylation–-to calibrate the x-axis.

8.1. Estimating the Change in Charge DZ upon Acetylation

The value of DZ depends both on the initial extent of
protonation of the charged group being modified, that is, on
the pKa value of the group and on the pH value of the
solution, and on the response of the protein to the modifi-
cation. The Lys e-NH3

+ groups (nominal pKa= 10.4) are 99%
protonated at pH 8.4 while the Glu and Asp -COO� groups
(pKa� 4) are more than 99% deprotonated. The elimination
of charge on the Lys e-NH3

+ groups or the Glu/Asp -COO�

groups would then be expected to result in jDZ j= 1 at, or
close to, this pH value. The discussion in Section 2 of the
protein as a network of ionizable groups rather than as a
collection of independent charges emphasizes, however, that
jDZ j< 1. Other ionizable groups on the protein adjust to a
change of electrostatic potential on the surface by shifting
their charges. This shift reduces the magnitude of the change
in net charge. Whether this shift is considered to reflect
changes in pKa values or in local concentration of protons at
the protein–solvent interface is immaterial: these two mech-
anisms are equivalent both mathematically, and in their
effect.[106] It is also possible that the adjustment take place
through binding of the buffer ions. This type of charge
adjustment is, however, more likely to be specific to the
structure of the protein and composition of the buffer, rather
than is that due to proton equilibria, and thus difficult to
generalize or model.

8.1.1. The Linderstrøm-Lang Model

A simple model to use in analyzing this cooperative
interaction among ionizable groups is that of Linderstrøm-
Lang,[108] which was developed originally to interpret the
curves of pH titrations of solutions of proteins. Menon and
Zydney were the first to apply this model to the analysis of
charge ladders.[105] The two key assumptions of the Linder-

strøm-Lang model (which we abbreviate as the “LL model”)
are that 1) the protein is spherical and has no detailed
structure and 2) the distribution of electrostatic potential on
the surface of this spherical protein is uniform. The model
assumes that the concentration of the protons near the surface
[Hþ

surface] follows the Boltzmann distribution, described by
Equation (25), where [H+] is the concentration of protons in
the bulk solution.

½Hþ
surface� ¼ ½Hþ�expð�eys

kBT
Þ ð25Þ

The ionization state uI of each ionizable amino acid is
determined by Equation (26), where pHsurface is defined as

ui ¼
1

1þ 10ðpHsurface�pKa,iÞ
ð26Þ

�log[Hþ
surface] and pKa,i is the ionization constant of the residue

i in the absence of an electrostatic potential. The net charge
ZA

LL of the protein is determined by summing all charges
[Eq. (27)].

ZA
LL ¼

X

basic groups

ui �
X

basic groups

ð1�uiÞ ð27Þ

The net charge ZA
LL of a protein calculated using the LL

model can be related to its surface potential ys by the Debye
equation [Eq. (22)], and calculations are repeated iteratively
using Equations (25)–(27) and (22) until the solution con-
verges to a final value of ZA

LL. This calculation can be applied
to the unmodified protein, and to the consecutive rungs of the
protein charge ladder derived from it, in order to estimate the
net charges ZA

LL and Zn
LL, and thus the difference in charge

upon a modification DZ= 1
LL-Z

A
LL.

Menon and Zydney[105] applied the LL model to the acetyl
charge ladders of bovine carbonic anhydrase to calculate the
net charge of the rungs. They compared the results of the
calculations to the values of net charge estimated from the
measured values of electrophoretic mobility using HenryJs
model of electrophoresis. They concluded that cooperativity
had a significant effect on the value of DZ, changing it from
the ideal value of �1 to �0.86 in buffer of pH 8.4, I= 10 mm.
We[106] compared values of net charge measured from the
linear regression analysis with the LL calculations and with
the charge calculated from experimental mobilities using the
HNckel model of electrophoresis, and concluded that the
value of DZ for the early rungs of the ladder of BCA was
�0.93 at pH 8.4, I= 10 mm.[106] The difference in the value of
DZ between our calculation and those of Menon and Zydney
results from our consideration of details of the structure of
BCA—post-translational acetylation of the N-terminus, coor-
dination of three histidine residues and water to the ZnII

cofactor, and ionization of the water (ZnOH2
2+ÐZnOH++

H+, pKa� 7).[162] With these inclusions, the calculations agree
that DZ� 0.9, and perhaps more importantly, that the
combination of the LL and Henry models provide a useful
and reliable method to estimate DZ.

We have also studied the dependence of DZ for the acetyl
charge ladder of BCA on the ionic strength and pH value of
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the solution (Figure 7). The ability of each type of residue to
participate in charge regulation depends on the pH value of
the solution: as the pKa value of a residue and the pH value of

the solution approach one another, large adjustments in the
ionization state of that residue can occur upon a change in the
local electrostatic potential at the protein–solution interface.
At physiologically relevant pH values of 7–8, among the
major functional groups, the histidine residues (pKa� 6.5) are
most sensitive to electrostatic interactions and most prone to
adjust their extent of ionization.[163] Other amino acids (Lys,
Arg, Tyr, Glu, Asp) can also adjust to the change in the
electrostatic potential, albeit to a lesser extent. BCAII, for
example, contains the following numbers of ionizable groups:
18 Lys, 30 Asp/Glu, 9 Arg, 8 Tyr, 11 His, 1 C-terminal a-CO2

� ,

1 ZnOH+. The range of pH values at which the deviation of
the value of jDZ j from the nominal value of 1.0 is minimal is
pH 8.0–8.5 (Figure 7). At high pH values, the lysine e-NH3

+

groups deprotonate, and at low pH values, the aspartate and
glutamate CO2

� groups easily protonate, thus reducing the
magnitude of DZ. Increasing the ionic strength diminishes the
effect of charge regulation through more efficient shielding of
charges. Although the LL model makes several important
simplifying assumptions, and neglects the explicit distance
dependence of the electrostatic force between charged
residues, it clarifies the cooperativity among ionizable
groups and factors that influence it.

8.1.2. Poisson–Boltzmann Monte Carlo (PBMC) Simulations

We also used CE and charge ladders to measure the
pKa values of the N-terminal a-NH3

+ group of two forms of
lysozyme:[107] the native protein (with no NHCOCH3 groups)
and the modified protein with all six of its Lys e-NH3

+ groups
acetylated (Figure 8A). If the ionization states of the Lys e-
NH3

+ groups influence the ionization of the a-NH3
+ group,

then the pKa value of NH3
+ group in the native lysozyme will

differ from that in the modified protein. We then compared
the experimentally determined pKa values with those deter-
mined by the LL model, and with those from Monte Carlo

sampling of protonation states based on electrostatic poten-
tials from numerical solutions of the linearized Poisson–
Boltzmann equation (PB-MC model). Lysozyme is a good
model for this kind of detailed study, because the pKa values
of all of its ionizable groups have been determined exper-
imentally[100] and calculated by using continuum methods.[164]

The experimental measurements of the pKa values of the
a-NH3

+ group in native and modified lysozyme showed that
the pKa values of the a-NH3

+ group differed by 0.3 units at
low ionic strength (I= 33 mm ; pKa(a-NH3

+, native)= 7.5 �
0.1, pKa(a-NH3

+, peracetylated)= 7.8 � 0.1). The values of
these two pKa values at high ionic strength (I= 108 mm) were
the same (pKa= 7.9). This observation indicates that high salt
concentrations can screen the cooperative interactions among
charged groups in this small protein sufficiently that they
become undetectable.

The LL model predicts that DZ=�0.94 upon acetylation
of a Lys group at any position at pH 8.4 (I= 33 mm), and is

Figure 7. Plot of Linderstrøm-Lang calculated change in charge jDZ j
upon acetylation, for a low number of modifications, for BCAII at three
different ionic strengths. The vertical line indicates the pH value of the
Tris-Gly buffer used in the CE. Increasing ionic strength diminishes the
effect of charge regulation, and brings jDZ j close to unity at pH 8.
(Reproduced with permission from Ref. [106].)

Figure 8. A) High-resolution electropherogram of the charge ladder of
lysozyme showing the splitting of the rungs because of the presence of
species with and without acetylated N-terminal a-NH3

+ groups. B) The
change in net charge DZ of lysozyme predicted by the PB-MC model
as a result of the specific acetylation of Lys1 as a function of pH, and
average DZ value calculated with the LL model. The LL model does
not differentiate between different Lys e-NH3

+ groups. C) A ribbon
diagram showing the position of the different lysine residues.
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approximately constant between pH 5.5 and 8 (Figure 8B).
By using the PB-MC model, we were able to study in detail
the response of lysozyme to the acetylation of a specific lysine
residue.[107] We found that values of DZ upon acetylation of
Lys13, Lys33, Lys97, and Lys116 agreed well with the value of
DZ predicted by the LL model; the values of DZ upon
acetylation of Lys1 and Lys96 differed significantly from the
results from the LL model: The DZ value decreases to about
0.8 at pH 8 in the case of Lys1, and decreases to approx-
imately 0.7 at pH 6 for Lys96. The reason behind these
differences is, we believe, the proximity of other ionizable
residues to the lysines of interest. For example, the a-NH3

+

group of lysozyme and the e-NH3
+ group of Lys1 are only

0.7 nm apart in the crystal. The a-NH2 group would therefore
be expected to change its extent of protonation significantly
under the influence of a change in charge on
the Lys1 residue. A similar argument can be
applied to His15, which is located only
0.8 nm away from Lys96.

In general, we found that significant
cooperativity in ionization states only exists
between acetylated lysine residues and other
titratable groups on lysozyme separated by
less than about 1.5 nm. This specific cooper-
ativity can contribute up to approximately
0.2 units to the reduction in magnitude ofDZ
per pair of closely spaced residues. Interac-
tions of lysine residues with a number of
other distant titratable groups can contribute
about 0.1 units to the reduction in magnitude
of DZ.

The results of the detailed PB-MCmodel
can be expressed by a simple empirical
relationship, originally developed by Lee
et al.[165] [Eqs. (28) and (29)]. This relation-

Dyij ¼
e

4pe0eeff

DZj

rij
expð�krijÞ ð28Þ

DpKa,ij ¼
eDyij

2:303kBT
ð29Þ

ship describes the cooperativity in proton binding between
titratable groups in terms of a shift of the pKa value by using a
screened Coulombic potential (SCP) that depends explicitly
on the distance rij between the two groups on the protein. The
cooperativity between groups is modeled by using the Debye–
HNckel model with the dielectric constant eeff as a fitting
parameter. This relationship should be useful for the quick
analysis of cooperative interactions between specific groups i
and j to identify those large enough to influence the values
DZ.

8.1.3. Determination of DZ though Independent Measure of the
Hydrodynamic Radius of Proteins (The Linear Regression–
Taylor Dispersion Method, LR-TD)

We propose another method for calibrating the value of
DZ for the analysis of charge ladders.[166] This method involves

independent measurement of the diffusivities of proteins by
using the analysis of the dispersion of the analyte sample in
pressure-driven flows through thin capillaries.[167,168] The
concentration profile of the analyte, which is shaped by the
axial convection and radial diffusion, is related to the
diffusivity of the protein through the expression of
Taylor,[169] and then to the hydrodynamic radius R through
the Stokes–Einstein equation. Conveniently, the concentra-
tion profile of the analyte can be measured in a standard
capillary electrophoresis setup, equipped with pressure flow
capability.[166, 168]

With the experimentally determined values of R, one can
determine the effective hydrodynamic drag feff of proteins by
HenryJs law of electrophoresis, and thus DZ [Eq. (24)].
Table 3 shows the results for the measurement of diffusivity

D0 for several proteins by using analysis of dispersion,
calculation ofR from theD0 value, and subsequent estimation
of the DZ value through linear regression (abbreviated as the
LR-TD method). The Table also compares the DZ values
from the LR-TD approach with those calculated by the model
of Linderstrøm-Lang and by the screened Coulombic poten-
tial approach. In most cases, the values of DZ agree well
among the three methods for most proteins and conditions,
although there is no consistency in over- or under-estimation
of DZ by one method or another. It is possible that the large
discrepancy in the case of a-lactalbumin is due to the partial
denaturation of the protein.[170]

8.1.4. Conclusions concerning the Change in Charge DZ upon
Acetylation

Charge regulation, or cooperativity in proton equilibria,
must be included in the analysis of charge ladders. Annihi-
lation of charge on one group of a protein perturbs the extent
of protonation of other groups, in the direction that tends to
decrease the net change in charge jDZ j . Calculations of
accurate values of DZ will increase the accuracy of the
parameters extracted from charge ladders.[107] PB-MC mod-

Table 3: Comparison of DZ found by linear regression/Taylor dispersion method (LR-TD) with DZ
calculated by Linderstrøm-Lang (LL) and screened Coulombic potential (SCP) models.

Protein D0
[a] [ N 106 cm s�1] R [O] I [mm] DZ, LL-TD DZ, LL[b] DZ, SCP

BCAII 0.939�0.009 26.1�0.2 8 �0.87�0.01 �0.91 �0.93
BCAII 33 �0.97�0.01 �0.93 �0.95
BCAII 133 �0.97�0.01 �0.95 �0.97

a-lactalbumin 1.10�0.01 22.3�0.2 8 �0.81�0.02 �0.93
a-lactalbumin 28.1 �0.96�0.02 �0.95

lysozyme 1.19�0.02 20.6�0.2 8 �0.86�0.02 �0.91 �0.86
lysozyme 33 �0.93�0.02 �0.94 �0.92
lysozyme 108 �0.98�0.02 �0.96 �0.95

myoglobin 1.21�0.02 20.2�0.3 8 �0.82�0.02 �0.91

ovalbumin[c] 0.730�0.002 33.5�0.1 8 +0.91�0.01 +0.91

[a] No dependence of D0 and thus R on ionic strength was found. [b] Values of R, used for LL calculations
are the experimentally determined values obtained by the Taylor dispersion method. [c] Positive charge
ladder formed by amidation of carboxylic acid residues.
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eling or the empirical relation [Eqs. (28), (29)] requires the
crystal structure to estimate the value of DZ. If only the
sequence of a protein is known, the LL model can quickly
provide an estimate of DZ. The LR-TD method provides an
experimental way of determining both R and DZ values at
any value of pH or ionic strength without requiring that the
crystal structure or sequence of the protein be known. For
most proteins, however, we believe that using a value of DZ=

0.9� 0.05 at pH 8.4 and I= 10 mm will minimize the error in
calculations based on charge ladders.

8.2. Determination of Net Charge and Hydrodynamic Drag

When we have a value of DZ, we can determine the net
charge of the protein under the conditions of electrophoresis
by linear extrapolation (Figure 6). For HCAII in Tris-Gly
buffer (25 mm Tris, �192 mm Gly, pH 8.4, I= 10 mm, 25 8C)
with the DZ value estimated as �0.90, ZA

CE=�2.1. This value
differs from the value of charge calculated from the sequence
of the protein Zseq by almost a full unit of charge, with Zseq=

�1.2. This difference results from the fact that values of Zseq

are calculated using standard values of pKa that neglect the
unique electrostatic environment—including the effects of
charge regulation—of the particular protein.

The slope of the linear regression line through the values
of mobility of the charge ladder depending on the number of
rungs n provides the value of the effective hydrodynamic drag
feff of the protein [Eq. (24)].[58] The effective hydrodynamic
drag can then be converted into the hydrodynamic radiusR of
the protein by using HenryJs model of electrophoresis
(Section 7). Such analysis, of course, would be of interest
only if DZ is estimated by a method other than LR-TD or
simply assumed. The value of R for HCAII was estimated to
be 2.5 nm when a value of DZ= 0.90 was used.[58] Thus, this
approach allows the charge and size of a protein to be
determined in aqueous solutions that mimic biological
environments in a single experiment.

8.3. PEG Ladders: Ladders of Hydrodynamic Drag

Hydrodynamic ladders are formed by grafting chains of
poly(ethyleneglycol) (PEG), rather than acetyl groups, to the
surface of a protein by acylation; each reaction changes both
the charge and the hydrodynamic drag of the protein.[144] This
type of experiment uses the charges measured by the ladder
to count the number of PEG groups attached to the protein.
We determined the electrophoretic mobilities of the rungs of
PEG ladders of lysozyme by using CE, and calculated the
hydrodynamic radius R of each rung using HenryJs model of
electrophoresis.[58, 152] Figure 9 addresses the effects of chain
density by showing that the increase in the hydrodynamic
radius of lysozyme modified with short PEG (2 kD) chains is
smaller than the increase in the radius of lysozyme modified
with the longer (5 kD) PEG chain.

It is not directly apparent whether the R values of each
protein-PEG construct would be accurately predicted by
HenryJs model, as the model describes the behavior of

smooth, uniformly charged spheres. To test the accuracy of
HenryJs model, we related the values of R to the partition
coefficient of these proteins into neutral gels by using
OgstonJs model,[171] and compared those partition coefficients
with experimentally measured ones.[144] We found excellent
agreement between the predicted and measured partition
coefficients for all rungs of the PEG ladder. This agreement
shows that the analysis of hydrodynamic ladders can be done
by using HenryJs model of electrophoresis. We believe that
the hydrodynamic ladders will be useful in studies of the
effects of hydrodynamic size on the transport properties of
proteins.

Figure 9. A) Electrophoretic mobility m of protein charge and radius
ladders of lysozyme produced by the partial modification of Lys e-
NH3

+ groups with polyethylene glycol chains functionalized with N-
hydroxysuccinimide ester (HO-PEG-OCH2COO-NHS): molecular
weight 2 kDa (*) and 5 kDa (~). Each acylation results in a change in
mobility because of the neutralization of an e-NH3

+ group and the
increase in the hydrodynamic drag of the protein. The mobilities are
compared with values of the charge ladders produced by modification
with acetic anhydride (&). B) The hydrodynamic radius R of the rungs
of the charge and radius ladders of lysozyme calculated using Henry’s
model. The values were calculated by assuming differences in mobility
of each rung between the PEG and acetyl-modified protein in (A) are
due entirely to effects of the PEG on the effective hydrodynamic
radius. The hydrodynamic radii of free 2- and 5-kDa PEG chains are 1.4
and 2.2 nm, respectively.
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9. Influence of the Net Charge of Proteins (ZCE) on
Binding of Ligands: Combining Charge Ladders
with Affinity Capillary Electrophoresis

Molecular recognition events involving proteins—for
example, ligand binding or folding—in general result in
changes in the net charge and/or hydrodynamic drag of
proteins. CE detects these changes as a shift in the electro-
phoretic mobility, and can therefore be used to monitor
them.[172] Since protein charge ladders allow the net charge of
proteins to be isolated as an independent variable, biophys-
ical studies using charge ladders and CE can also provide
measurements of the role of net charge and electrostatics in
molecular recognition events involving proteins.[4]

9.1. Affinity Capillary Electrophoresis

The measurement of the binding of ligands to proteins by
capillary electrophoresis (affinity CE or ACE) is well
described in the literature,[172,173] and we give only a brief
description of the technique here. In an ACE experiment, a
sample of the receptor is injected onto a capillary and the
electrophoretic mobility is measured as a function of the
concentration of the ligand in the electrophoresis buffer. The
binding of a charged, low-molecular-weight ligand to a
protein causes a shift in the electrophoretic mobility of the
protein. The shift is due to the fact that the protein and the
protein–ligand complex differ (to a first approximation) by
the charge of the ligand, but have similar hydrodynamic
drag. Measuring the mobility of the protein at different
concentrations of the ligand present in the electrophoresis
buffer makes it possible to measure binding constants and
thus free energies of binding. Affinities of neutral ligands can
be measured by using competitive assays against a charged
ligand with known binding constant.[174] By using this
approach it is straightforward to measure the binding of
ligands to multiple proteins (isozymes, homologous proteins,
members of a charge ladder) at the same time. For example,
ACE makes it possible to measure the mean binding
constant for all proteins in each rung of a charge ladder in
one set of experiments.[4,5]

9.2. Dependence of the Free Energy of Binding of Charged
Ligands on the Net Charge of Carbonic Anhydrase

The binding of a charged ligand to the proteins that make
up the rungs of a charge ladder shifts their mobilities.[4, 5]

Figure 10A shows representative electropherograms of the
charge ladder of HCAII measured with different concen-
trations of the benzene sulfonamide inhibitor 1 in the
electrophoresis buffer. As the concentration of this ligand
increases, the fraction of the protein–ligand complex also
increases. As this ligand carries a net positive charge, the
effect of binding is a shift in the positions of the peaks in the
electropherograms to the left (that is, to decreasing values of
mobility as the protein is negatively charged under the
conditions of the experiments). The mobilities of the rungs of

the charge ladder measured at 10 mm of the ligand 1 represent
the saturated or fully bound state of the protein.

We carried out experiments, analogous to those in
Figure 10A, with three different ligands—each a benzene
sulfonamide substituted in the para position with a charged or
neutral pendant group—and analyzed the data to determine
the binding affinities of the rungs of the charge ladder for

Figure 10. A) Electropherograms demonstrating the changes in the electrophoretic
mobility of the rungs of the charge ladder of human carbonic anhydrase II as a
result of the binding of ligand 1. *: electrically neutral markers of electroosmotic
flow, &: the unmodified protein. The number of acetylated Lys e-NH3

+ groups (n) is
indicated below the electropherogram. The ACE experiment was performed with
inhibitors 1–3 in 25 mm Tris/192 mm Gly (pH 8.4). B) Dependence of the stan-
dard-state free energy of binding DGA

b on the number n of NHCOCH3 groups of
the charge ladder of HCAII, and on the charge on the ligands. c: least-squares
fit to the data; a: results of the continuum electrostatics calculations. The
slopes (DDGA

b/n) from the linear regression analyses of DGA
b versus n yielded the

magnitudes of the influence of the charges of the Lys e-NH3
+ groups on the

HCAII–ligand interactions. The lines from the continuum electrostatics calculations
are just the average of the calculated contributions of the 21 different Lys e- NH3

+

groups to the free energies of binding of the different sulfonamides. (Reproduced
with permission from Ref. [5].)
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those ligands. HCAII becomes more negatively charged as
the number of acetylations increases. Figure 10B shows
values of the free energies of binding (DGA

b) of these ligands
as a function of the number of modifications on HCAII.
These data allow comparison of the binding affinities of
unmodified HCAII for each of these different ligands; they
also provide a direct measure of the effects of long-range
electrostatic interactions on the binding affinities. Values of
DGA

b for the neutral ligand are approximately independent of
the net charge on the protein. These results imply that the
modifications to the amino acids that produced the charge
ladders had little effect on the structure of the active site of
this enzyme.

For the charged ligands, we observed an approximately
linear relationship between the free energy of binding and the
net charge of the protein: increasing the net negative charge
of the protein resulted in more favorable binding of the
positively charged inhibitor 1, and less favorable binding of
the negatively charged inhibitor 3. This linear relationship
implies that the effect of increasing net charge on binding
affinity is, in this case, approximately additive.

9.2.1. Modified Carbonic Anhydrase with Selectivity for Charged
Ligands that Increases with Net Charge

The acetylation of Lys e-amino groups results in a change
in the free energy of interaction between the protein and
charged ligands that reflects the collective effects of long-
range electrostatic interactions. These interactions, which are
less than 0.1 kcalmol�1 per unit increment of charge of the
protein (that is, 10–20% of RT), are individually too weak to
be measured by most biophysical techniques. Increasing the
net charge on HCAII by eliminating the positive charge on 21
Lys e-NH3

+ groups resulted in an affinity for the anionic
inhibitor 3 that was more than 100 times (corresponding to
approximately 3 kcalmol�1) that of cationic inhibitor 1. It is
surprising that the most highly charged species follow the
linear trends in affinity observed for proteins with lower net
charge.

9.2.2. Modified Carbonic Anhydrase with Large Values of Net
Charge without Loss of Stability

Figure 10B indicates that acetylating all 21 Lys e-NH3
+

groups does not change the active site: the affinity of HCAII
for the electrically neutral inhibitor is essentially insensitive to
increasing numbers of acetylations. Carbonic anhydrase is a
particularly stable protein (with a free energy of denaturation
at 25 8C of ca. 20 kcalmol�1),[175] and one must be concerned
that this conclusion might apply only to such proteins. This
conclusion may, however, be applicable to at least some other
proteins. For example, Pace and co-workers[22] demonstrated
that as many as five charge-reversal mutations (that is, the
conversion of five Asp or Glu residues into Lys residues) had
only a modest influence on the stability of ribonuclease Sa,
and reduced the free energy of denaturation at 25 8C by
approximately 0.5 kcalmol�1. Quantitative measurements of
the dependence of the thermal stability of a-lactalbumin on
the net charge measured by using CE and charge ladders[56]

also suggest that net charge is not an important determinant
of stability in this protein (Section 10).

9.3. Comparison of Experimental Values with Predictions by
Continuum Electrostatic Modeling Studies

Continuum electrostatics calculations, which are based on
numerical solutions of the linearized Poisson–Boltzmann
equation,[24] provided a detailed analysis of the contributions
of individual Lys e-NH3

+ groups to the electrostatic free
energy of binding that is impossible to detect experimen-
tally.[5] We calculated values of DGA

elec, the contribution of
electrostatic free energy to the total free energy of binding, as
the difference in the electrostatic free energy of the protein in
the presence of a sulfonamide ligand bound to the zinc ion at
the active site, and in the absence of ligand (where a
hydroxide ion is bound to the zinc ion).[5] We defined the
contribution of each Lys e-NH3

+ group to the electrostatic
free energy of binding as DDGA

i, the difference in DGA
elec when

Lys e-NH3
+ group i carried a charge of + 1, and when it had

been converted into an NHCOCH3 group with a charge of 0.
These calculations made the simplifying assumption that
DZ=�1. The values of DDGA

i [kcalmol�1] from calculations,
averaged over all 21 Lys e-NH3

+ groups, were �0.07 for
inhibitor 1, 0.00 for inhibitor 2, and+ 0.05 for inhibitor 3. The
dashed lines in Figure 10B are plotted with these values as
slopes.

These calculations suggested that values ofDDGA
i could be

divided into three parts (illustrated in Scheme 5): 1) the direct

Scheme 5. Schematic diagram illustrating three contributions to
DDGA

elec (see text); A) direct effect, B) solvation effect, C) indirect
effect. The gray interiors of the protein and ligand are regions of low
dielectric (eL=2–4), the regions surrounding the protein and ligand
are water with high dielectric (eH�80); $: electrostatic interaction
between charges. (Adapted from Ref. [5].)
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effect, DDGA
dir, is the intermolecular Coulombic interactions

between charged groups on the protein and charged groups
on the ligand or hydroxide ion bound to the zinc ion; 2) the
effect of solvation, DDGA

solv, is the change in the free energy of
solvation of charged groups on the protein and ligand when
the hydroxide ion is replaced by the ligand in the active site;
3) the indirect effect, DDGA

indir, is the change in the intra-
molecular Coulombic interactions between charged groups
on the protein and the ligand when the hydroxide ion, and a
significant volume of water in the active site, is replaced by
the ligand. Values of DDGA

solv and DDGA
indir reflect the changes

in screening by the solvent and the ionic atmosphere that
result from the change in the shape of the interface between
regions of low dielectric constant (the protein and bound
ligand, if present), and of high dielectric solvent (water) in the
bound and the unbound state.

Values of DDGA
solv were small (less than 4 K 10�4 kcalmol�1

for all lysine groups, except Lys170) because the region of the
protein that is desolvated on ligand binding is far from all of
the lysines except Lys170 (which had a DDGA

solv value of
0.02 kcalmol�1). Figure 11 compares the direct and indirect

contributions of different Lys e-NH3
+ groups to DDGA

elec. Most
previous analyses have focused only on the direct effect; this
study shows that both direct and indirect interactions can be
of similar magnitude.

How do we reconcile the complex distribution of inter-
action free energies (shown in Figure 11) with the relatively
simple dependence of the DGA

b value on the number of
acetylations (shown in Figure 10B)? It may be that these
details are obscured when values ofDDGA

elec are averaged over
the different protein derivatives that make up each rung of

the charge ladder. To test this idea we performed Monte
Carlo simulations to examine the influence of different
patterns of acetylation on the average binding free energies
of the different rungs of the ladder.[5] These simulations
showed that a large number of different patterns of acetyla-
tion gave results that were in good agreement with the
experimental results.

What do these results tell us about the ability of ACE and
charge ladders to resolve changes in the electrostatic free
energy of binding that result from changes in the net charge of
the protein? There are two issues: 1) the ability of ACE to
measure differences in values of DGA

b between adjacent rungs,
and 2) the ability of ACE to resolve the presence of species
with different values of DGA

b within a single rung. The results
in Figure 10 show that ACE can measure differences in the
DGA

b values between adjacent rungs of the ladder that are as
small as 0.1 kcalmol�1. This accuracy, combined with the large
number of rungs of the ladders that are simultaneously
monitored for binding by CE, provides an accurate measure
of the average value for DDGA

elec over a large number of
derivatives. (It would be very difficult to estimate energetic
terms of this magnitude using site-directed mutagenesis.)

These results cannot rule out the existence of outliers
from the measured average values of DDGA

elec in the pool of
derivatives within a single rung. Calculated contributions to
the free energy of binding of different lysine groups ranged
from 0.01 to 0.15 kcalmol�1, except for one residue in HCAII,
Lys170, which contributed between 0.54 and 0.72 kcalmol�1.
If we assume that the derivatives acetylated at Lys170
represent the only outliers, then these derivatives will make
up only approximately 5% of the population in a rung. The
resolution of CE (defined as the ability to resolve species with
different values of electrophoretic mobility into separate
peaks) also limits this kind of experiment. The difference in
mobility between adjacent rungs (ca. 2 K 10�9 m2V�1 s�1; Fig-
ure 10A) represents the maximum shift in mobility from the
binding of a ligand that presents a single unit of charge (+ or
�) mPL-mP. From Figure 10A, we estimate a peak width to
correspond to the difference in mobility of about 0.8 K
10�9 m2V�1 s�1: a reasonable estimate of the resolution of CE.

We use these estimates to determine the ability of ACE to
resolve differences in the values ofKd among different species
within the same rung of the ladder. The maximum difference
in mobilities will occur at concentrations of ligand near the
value of Kd. We assume a rung of the ladder is composed of
two populations: the first population includes those deriva-
tives where Lys170 is not acetylated and has a value of DGA

b=

�8 kcalmol�1 at 25 8C (which corresponds to a value of Kd=

1.36 mm); the second population includes those derivatives
acetylated at Lys170 and has a value of DGA

b=�8.5 kcalmol�1

at 25 8C (which corresponds to a value of Kd= 0.58 mm). With
the concentration of ligand of 1.36 mm, the first population
will be half-saturated, while the fraction of second population
with bound ligand will be 0.7. From our previous estimate of
mPL-mP= 2 K 10�9 m2V�1 s�1, we estimate that these two pop-
ulations will differ in electrophoretic mobility by about 0.4 K
10�9 m2V�1 s�1, a value smaller than the width of a single peak
of the charge ladder. Therefore, we do not expect the
presence of different populations that differ in values of

Figure 11. Histograms of DDGA
dir, DDG

A
indir, and the total DDGA

elec

(including DDGA
solv) as calculated for each of the three inhibitors from

Figure 10B. Each bar indicates the number of Lys e-NH3
+ groups on

HCAII that contribute an amount of free energy, given by the x-axis, to
DDGA

elec. The values of DDGA
dir and the total DDGA

elec calculated for
Lys170 in the presence of inhibitors 1 and 3 are much larger in
magnitude than the values for the other Lys residues. The four values
for Lys170 are printed explicitly on the histograms. (Reproduced with
permission from Ref. [5].)
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DGA
b on the order of 0.5 kcalmol�1 to result in the presence of

detectable shoulders or splitting of peaks during an ACE
experiment. This estimate was supported by simulations of
the ACE experiment.[5] The relatively uniform behavior
observed with CE and charge ladders may in fact be masking
more complex behavior, which is homogenized through the
combined effects of averaging over a population of different
protein derivatives and limited resolution of CE.

9.4. Conclusions

The modification of as many as 21 primary amino groups
on HCAII does not alter its binding to neutral inhibitors; we
infer that the binding pocket of this enzyme is not altered by
these modifications. Large numbers of weak (< 0.1 kcalmol�1

per unit of charge), long-range electrostatic interactions
contribute significantly to the free energy of binding of
charged ligands to proteins and can influence the selectivity of
binding. These weak interactions can be measured accurately
by the combination of ACE and charge ladders because of the
large number of derivatives that are studied simultaneously.

Continuum electrostatic theory accurately predicts the
average contributions of long-range electrostatics to the free
energy of binding of charged ligands to HCAII. There is a
distribution in the contribution of different charged groups to
the free energy of binding; ACE usually does not resolve
these differences within individual rungs of a ladder. These
calculations also show that changes in the shape of the
boundary between regions of low and high dielectric constant
that accompany the binding of a ligand to the protein
contribute an amount to the electrostatic free energy of
binding that is similar in magnitude to the Coulombic
interactions between charged groups on the protein and
ligand. Detailed models that include explicitly the molecular
shape of the protein and protein–ligand complex are required
to capture this effect.

The combination of charge ladders, ACE, and continuum
electrostatic theory is a useful method for studying the
contributions of charged groups to the free energy of ligand
binding. ACE and protein charge ladders measure the
average effects of long-range electrostatic interactions, and
can serve as a check of models based on continuum electro-
static theory that, in turn, provide the details of the
contributions individual charged groups make to the free
energy of binding.

10. Study of Electrostatic Contributions to Protein
Folding and stability by Using Charge Ladders

10.1. The Role of Net Charge in Protein Stability

Our use of protein charge ladders to study the role of net
charge on protein stability to thermal denaturation was
motivated by two questions: 1) Do charged groups on
proteins influence stability in a way that is similar to their
influence on affinity for charged ligands?[81] 2) What is the

role of charged groups in the pH-dependent stability of
proteins?[21]

Many proteins denature under acidic and alkaline con-
ditions.[2] There are two explanations for this instability at
extremes of pH values. 1) At values of pH far from the
isoelectric point, proteins will develop a large net excess of
positive charge (at low pH) or negative charge (at high pH).
This large net charge will destabilize the compact, native
state, relative to that of the more extended denatured state, by
increasing the repulsion between like-charged groups.
2) Values of pKa change when the protein denatures; differ-
ences in pKa values would link charge regulation directly to
thermal denaturation, and would result in differences in the
net charge of proteins in the native and denatured states.
Previously, these two possibilities could not be disentangled.

The combination of CE and charge ladders provides both
the thermodynamics (that is, the free energy of denaturation
DGA

D-N, D: denatured, N: native) and structural changes (that
is, the net charge ZCE and effective hydrodynamic radius R of
proteins in both the native and denatured states) associated
with protein denaturation, and hence it is well suited to study
protein stability. Measurements of the temperature at which
different rungs of the ladder denature provide values of
DGA

D-N for those rungs and demonstrate the effects of net
charge on stability. The ZCE and R values of the native and
denatured species reflect the changes in the number of bound
protons and in the hydrodynamic size that accompany
denaturation.

10.2. Using CE to Measure the Free Energy of Protein
Denaturation

The procedure for measuring the free energy of protein
denaturation by using CE is similar to ACE. Rather than
using different concentrations of ligand, we measure values of
electrophoretic mobility at different temperatures or concen-
trations of chemical denaturants (e.g. urea) in the electro-
phoresis buffer. Changes in mobility are proportional to the
equilibrium distribution of proteins between native and
denatured states, and thus can be used to calculate the
equilibrium constant KD-N for denaturation.[176] The details of
the procedure and the relationships between the melting
temperature and free energy of denaturation DGA

D-N are
described elsewhere.[56, 147]

10.3. Monitoring the Thermal Denaturation of a Charge Ladder
of a-Lactalbumin by CE

a-Lactalbumin (a-LA, MW= 14,200 Da, pI= 4.8) dena-
tures under mildly acidic and alkaline conditions.[177] We were
interested in the role that proton binding and long-range
electrostatic interactions play in the thermal stability of this
protein. Figure 12 shows electropherograms of the charge
ladder of a-LA produced by the partial acetylation of Lys e-
NH3

+ groups, measured at different temperatures and cor-
rected for changes in the viscosity resulting from increasing
temperature.[56] Shifts in the position of peaks thus reflect only
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changes in the charge and hydrodynamic drag of the protein
with increasing temperature. The impurity to the right of the
main peak in the unmodified sample has approximately the
same mobility as the first rung of the charge ladder; it is
possible that this peak corresponds to a-LA with a deami-
dated asparagine or glutamine side chain, with a change in
charge similar to that produced by the acetylation of a Lys e-
NH3

+ group.[178]

a-LA forms a compact denatured state, known as a
molten globule, with a melting temperature of 56 8C under the
conditions of these separations (pH 8.4 Tris-Gly buffer
containing 25 mm NaCl and 35 mm CaCl2).

[102, 179] Individual
rungs of the charge ladder were resolved at all temperatures
as the protein was denatured. We assume that all the proteins
in all the rungs have completed the transition to the compact
denatured state at 75 8C. An interesting feature of these data
is that the mobility of the proteins increases upon denatura-
tion. We expected the configuration of the protein in the
molten globule to be more extended than the native state and,
therefore, the value of feff to increase as the protein denatured.
Since the mobility is the ratio of ZCE to feff, the observed
increase in mobility must be due to an increase in the
magnitude of the net charge of the protein: that is, changes in

ZCE outweigh effects of changes in feff on the mobility of a-LA
as it denatured.

To quantify these effects we analyzed the data in Figure 12
by using the methods described in Section 8.2 to determine R
and ZCE of a-LA as it denatured thermally. Figure 13A shows

plots of mobility versus n for the charge ladder of a-LA
measured in the native state (25 8C) and thermally denatured
states (75 8C). Linear least-squares analysis of these data
yielded values of ZCE and R for the unmodified protein at
different temperatures (Figure 13B). We measured an
increase in R of approximately 0.2 nm or 11%, relative to
the native state, as a-LA transformed from the native to the
compact denatured state. A large change in the magnitude of
the net charge accompanied this relatively small change in
hydrodynamic size: the value of ZA

CE nearly doubled from

Figure 12. Electropherograms of the charge ladder of a-LA (a)
superimposed on those of the unmodified protein (c) at different
values of temperature; NM: neutral marker. The separations were
done in a buffer composed of 25 mm Tris/192 mm Gly (pH 8.4),
20 mm NaCl, and 35 mm CaCl2. The peak marked with (*) corresponds
to unmodified protein; the number of acetylated Lys e-NH3

+ groups n
is indicated below the corresponding peak. The vertical dashed lines
indicate the electrophoretic mobilities of unmodified a-LA (n=0) in
the native (mN) and denatured (mD) states. The rungs of the charge
ladder, as well as the peak that corresponds to the unmodified protein,
broaden near the melting temperature of a-LA (ca. 56 8C). This broad-
ening may reflect the finite rate of interconversion of the native and
denatured states or heterogeneity in the free energies of unfolding of
different derivatives of a-LA that have the same number of acetylated
Lys e-NH3

+ groups. (Reproduced with permission from Ref. [56].)

Figure 13. A) Determination of the charge ZA
CE and hydrodynamic

radius R of proteins in the native and denatured state. Values of the
electrophoretic mobility of the rungs of the charge ladder of a-LA from
Figure 12 are plotted as a function of n. *: native protein at 25 8C, &:
compact denatured state at 75 8C. The net charges ZA

CE,N=�5.4 (native
protein) and ZA

CE,D=�9.2 (denatured protein), were calculated assum-
ing DZN=DZD=�0.96. The hydrodynamic radius R is determined
from the slope of the line using Henry’s model. B) Values of the
hydrodynamic radius R and net charge ZA

CE of a-LA determined at
different temperatures from analysis of the data in (A). The dashed
line indicates the melting temperature of this protein (56 8C). (Repro-
duced with permission from Ref. [56].)
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�5.4 (ZA
CE,N= 5.6DZ, DZN=�0.96) in the native state to �9.2

(ZA
CE,D= 9.6DZ, DZD=�0.96) in the denatured state. We

calculated the value of DZ for the native state by using the LL
model (Section 8.1.1). Since charge regulation is expected to
be less significant in the denatured state than in the native
state, DZD was assumed to be the same as DZN. Figure 13B
shows that values of ZA

CE and R of the unmodified protein
could be measured throughout the transition from the native
to the denatured states, and the melting temperature of a
protein can be estimated from that set of data.

Similar denaturation experiments carried out with the
neutral denaturant urea indicated an increase in R of
approximately 0.5 nm on denaturation: this value is approx-
imately twice that measured for thermal denaturation. The
change in net charge from 5.6DZ in the native state to 9.0DZ
in the denatured state measured with urea denaturation was
similar to that measured with thermal denaturation. These
results suggest the significant change in the ZA

CE value that
accompanies denaturation is independent of the denaturant
in the case of a-LA.

10.4. The Role of Proton Equilibria in the Thermal Stability of a-
Lactalbumin

The measured change in the ZA
CE value that accompanied

thermal denaturation of a-LA indicated that several titrat-
able residues had shifted their extents of protonation in the
denatured ensemble from their values in the native state. This
observation implies that proton equilibria were linked
energetically to denaturation, and values of DGA

D-N should
depend on the pH value.[21] This dependence was quantified
byWyman and Gill[96] as a thermodynamic identity [Eq. (30)].

@DGA
D-N

@pH
¼ 2:303RTðQn�QDÞ ð30Þ

This expression describes the contribution of differences in
proton equilibria between the native and denatured states to
the pH-dependence of the free energy of unfolding, whereQN

is the number of protons associated with the protein in the
native state, and QD is the number in the denatured state.

We used CE tomeasure values ofDGA
D-N for unmodified a-

LA at different values of pH, and determined a value of
@DGA

D-N/@pH=5.3 kcalmol�1 per unit of pH.[56,147] From Equa-
tion (30), this value corresponds to a DQD-N=�3.9—a value
similar to DZCE,D-N=�3.8 measured by using CE and charge
ladders. We conclude that at pH 8.4, values of DZCE,D-N reflect
primarily a difference in the extent of protonation between
native and denatured states of a-LA arising from differences in
pKa values, dielectric constants, and electrostatic potentials of
the protein in the native and denatured states.

10.5. The Role of Net Charge in the Thermal Stability of a-
Lactalbumin

To quantify the effects of long-range electrostatics on the
thermal stability, we determined the value of DGA

D-N for the

rungs of the charge ladder of a-LA by determining the
fraction of denatured protein for each rung as a function of
temperature.[56] Figure 14 compares values of DGA

D-N for the

members of ladders of a-LA as a function of the net charge
measured by CE (using DZ=�0.96, calculated by the LL
model). The solid line is a quadratic regression fit of the data.
We chose this functional form for the dependence of DGA

D-N
on the net charge because it is consistent with a simple model,
in which the electrostatic free energy of protein denaturation
is proportional to the free energy of charging a sphere, with
the charge distributed evenly on the surface. This charging
free energy is proportional to the square of net charge.[180] The
fact that this quadratic equation fits the data implies that this
model is consistent with the results for a-LA.

The slope of the curve in Figure 14 provides the differ-
ential dependence of DGA

D-N of a-LA on the net charge
@DGA

D-N/@ZCE=�0.036 ZCE kcalmol�1 per unit increase in net
charge. The effect of acetylation on the thermal stability of a-
LA therefore increases as more amino groups are acetylated
(that is, as the protein becomes more negatively charged).
This differential provides a direct measure of the average
effects of long-range electrostatic interactions to the free
energy of folding of a-LA. In the case of a-LA, the difference
in DGA

D-N between the native and the peracetylated protein is
not large (ca. 2 kcalmol�1): this particular protein can accom-
modate changes in several charged groups without significant
loss of stability.

10.6. Conclusions

This section has illustrated the quantitation of contribu-
tions of both proton binding and long-range electrostatic
interactions to the stability of a representative protein, a-LA.
The primary influence of the pH value on the stability of a-
LAwas a shift in the proton equilibria between the native and
denatured states (namely, a shift in the pKa values of several
groups that result in a change in the number of bound protons
between the native and denatured states). Increasing the net

Figure 14. Dependence of free energy of unfolding DGA
D-N on the net

charge Zn
CE of the rungs of charge ladders of a-LA. (Reproduced with

permission from Ref. [56].)
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charge on the protein by chemical modification has compa-
rably little effect on stability. As in the case of ligand binding,
the average contribution that a single lysine amino group
makes to the stability of a protein is small, although not zero.
In contrast to ligand binding, the influence of charged groups
on stability is not simply additive: the larger the net charge
already on a protein, the greater the influence of an additional
charge.

11. The Net Charge of Proteins in the Gas Phase

Electrospray ionization mass spectrometry (ESI-MS) is an
important analytical tool for characterizing proteins and
protein–ligand complexes.[181] The factors that influence the
formation and relative abundance of ions in ESI-MS are not
completely understood. We wanted to determine whether the
net charge of a protein in solution determines its net charge in
the gas phase. Charge ladders of BCAII (Figure 15) provide
an excellent system with which to solve this, since each rung of
the ladder differs in charge, but not in any other important
parameter, such as sequence or state (native versus dena-
tured).[182]

The separation of the charge ladder by CE followed by
analysis by ESI-MS confirmed the previous assignment of the
composition of the rungs of the charge ladder: each rung is
composed of derivatives that have the same number of
modified charged groups. The fact that only a few charge
states are observed in the gas phase is also consistent with the
retention of the compact structure of the native protein
(denatured proteins typically demonstrate a different distri-
bution of charge states in the gas phase[183]). More significant
in terms of the physical chemistry of ESI is the observation
that both the magnitude and distribution of charged states of
the ions generated in the gas phase do not correlate with the
net charge of the protein derivatives in solution (that is, the
number of Lys e-NH3

+ groups they contain).
An interesting correlation found through the examination

by ESI-MS of charge ladders of BCAII, lysozyme, and bovine
pancreatic trypsin inhibitor is that the magnitude of charge
states increases with the surface area of the proteins in such a
way that the surface density of charge is retained over a fairly
narrow range of 0.9–1.5 units of charge per 1000 D2. This
observation suggests that proton binding to the proteins in the
gas phase is determined largely by electrostatic interactions
among charged groups, and not by the intrinsic affinity of
basic functional groups of the protein for protons as
measured, for example, by values of proton affinity of
amino acids in the vapor phase.

12. Using Charge Ladders to Study the Role of
Electrostatics in Bioprocessing

Ultrafiltration is a common technique for the purification
of proteins. The selectivity of an ultrafiltration membrane for
a particular protein is measured by its value of sieving
coefficient S, the ratio of concentration of the protein in the
filtrate and the retentate. The values of the sieving coefficient

depend both on the size of a protein and on the electrostatic
interactions between the protein and the membrane.[82] Thus,
for a particular combination of protein and membrane, the
sieving coefficient is a function of both the ionic strength and
the pH value of the solution. Changes in the pH value can
alter the density of charged groups on both the protein and
the membrane.[83] Changes in ionic strength can alter the
electrostatic free energy of interaction between the charged
protein and charged membrane.[184] If there is significant
charge regulation between charged groups on either the
protein or the membrane, then the density of charged groups

Figure 15. A) CE-ESI-MS electropherogram of an acetyl charge ladder
of BCAII. The number of acetylated Lys e-NH3

+ groups n, as well as
the estimated charge ZA

CE+nDZ of the proteins that make up each of
the rungs of the ladder, are indicated below the electropherogram.
B) ESI mass spectra obtained from the accumulation of scans for the
1st, 10th, and 17th peaks to emerge after separation by CE. Each peak
is labeled with its value of m/z and identified using the notation
[M+n]�z. The quantity in brackets represents the net mass of the ion,
where M is the mass of the native protein; the superscript � z
represents the charge of the ion in the gas phase. (Reproduced from
Ref. [182].)
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can also change with ionic strength. It has therefore been
difficult to determine directly the effects of net charge of the
protein in the ultrafiltration process.

Menon and Zydney[84,85] used charge ladders of BCAII
and myoglobin to measure the contributions of net charge to
the ultrafiltration selectivity of these proteins, and to test
models of this process. At the pH value of their experiments
(pH 7), both unmodified proteins were negatively charged.
The values of S decreased with increasing magnitude of net
(negative) charge for charge ladders of both proteins through
a negatively charged membrane (Figure 16). Selectivity also

depended on the ionic strength of the solution. In the
presence of 150 mm NaCl, the value of S for the different
rungs of the charge ladder of myoglobin went from about 0.45
for the unmodified protein to 0.30 for the rung composed of
proteins with eight acetylated amino groups; in the presence
of 12 mm NaCl, the value of S went from approximately 0.2 to
0.02 for the same proteins. At a concentration of 300 mm

NaCl, there was no measurable difference in the values of S
for the rungs of the charge ladder of BCAII.

Menon and Zydney[85] rationalized these changes in S as
resulting from an increase in the exclusion of the protein from
the membrane as a result of the repulsion between the
negatively charged walls of the pores of the membrane and
the negatively charged proteins. Increases in ionic strength
effectively screened these interactions, decreased the magni-
tude of the electrostatic free energy of interaction between

the protein and membrane, and thereby reduced the depend-
ence of S on the net charge of the protein. The authors
calculated the effects of charge on S by using an equilibrium
model of partitioning of proteins into charged, cylindrical
pores.[185] This model predicted values of S accurately for the
first four rungs of the charge ladder of myoglobin at an ionic
strength of 12 mm. The later rungs of the charge ladder, which
had the largest magnitude of net charge, showed significant
deviations between the model and experiments.

Menon and Zydney[85] pointed out that CE and charge
ladders should also be useful in measuring electrostatic
interactions involving membrane systems in much the same
way that solutions of dextran with different distributions in
molecular weight have been useful in measuring the effects of
steric interactions.[186] The combination of charge ladders and
CE can also be extended to other bioprocessing techniques.
Examples would include ion-exchange chromatography
(where proteins are separated on the basis of their affinity
for charged surfaces[187]) and aqueous two-phase extraction
(where proteins are separated on the basis of their relative
solubility in the two immiscible solutions of polymers.[188]).

The development of models that predict the selectivity of
these different bioprocessing strategies on the basis of charge
is an on-going, fundamental research effort in chemical
engineering.[82–86,88,105,184,189] The value of such models is that
they could lead to strategies for the engineering of proteins by
manipulating their composition to improve processability,
similar to the way in which proteins are currently engineered
for improved stability and activity. Charge ladders, and their
extensions to other properties of proteins such as hydro-
dynamic size and surface hydrophobicity, will help to improve
our understanding of the fundamental interactions that serve
as the basis for bioprocessing techniques.

13. Summary and Outlook

13.1. Summary

This Review describes the procedures used to form,
characterize, and manipulate protein charge ladders, and to
use them to explore problems in the physical chemistry of
proteins. The combination of protein charge ladders and CE
provides internally self-consistent data (in the form of
electrophoretic mobilities) for a large number of derivatives
of a protein—which differ incrementally in number of
charged groups—in a single, simple experiment. These data
permit the extraction of net charge[111,190] and hydrodynamic
radius[58] of the parent, native protein.

The chemical modifications used to generate charge
ladders are performed on folded proteins, and thus involve
charged residues on their exterior. There is currently no way
to target groups in specific locations, so charge ladders are not
appropriate for studying the roles of specific residues, such as
those buried in the interior of the protein or those in its active
site; questions concerning these roles are best addressed by
site-directed mutagenesis. Charge ladders are, however, very
useful for examining collective effects of charged residues,
and for studying phenomena that originate on the surface of a

Figure 16. Effect of charge of myoglobin and BCAII on S through
negatively charged polyethersulfone (Biomax) ultrafiltration
membranes at different ionic strengths. (Reproduced with permission
from Ref. [85].)
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protein. Electrostatic interactions in proteins are often
relatively weak (<RT, Figure 3), but numerous, and are
thus difficult to quantify individually. Charge ladders and CE
allow simultaneous analysis of a large number of charge
variants, and thus provide a way to begin to quantify those
interactions.

We have examined the effect of net charge on ligand
binding[4] (with carbonic anhydrase, Figure 11), on thermal
stability[56] (with a-lactalbumin, Figure 14), and on ion
formation in the vapor phase[182] (with carbonic anhydrase,
Figure 15). Zydney and co-workers have used charge ladders
to study the effects of the net charge of proteins on their
transport through charged ultrafiltration membranes[84,85]

(Figure 16). Other phenomena that are likely to be dependent
on the surface charges—aggregation, crystallization, protein–
protein association, catalytic activity—have not been yet
examined, but their examination should be facilitated by
experiments using protein charge ladders.

We have also combined experimental data from CE and
charge ladders with continuum electrostatic theory to validate
the ability of the theory to predict the effects of net charge on
the binding of charged and neutral ligands;[5] the theory
provided details of electrostatic interactions that could not be
revealed experimentally (Figure 11). This combination of
theory and experiment circumvents some of the limitations of
both charge ladders and site-directed mutagenesis alone. It
can provide information on the role of individual charges in
specific locations and can analyze the electrostatic interac-
tions in proteins with many permutations of charges.

The ability to extract the values of net charge of the native
protein, and of its derivatives, depends on the ability to
estimate the value of DZ—the difference in charge between
successive rungs of a ladder, or between proteins differing by
one modification. The value of DZ is influenced not only by
the charge of the group that is modified, but also by the
cooperative interactions among other ionizable groups on the
protein. Although we cannot measure DZ directly, we can
estimate it theoretically by using three different models:
1) The Linderstrøm-Lang model. This model requires know-

ing the composition of amino acids of the protein and the
pKa values of ionizable residues, and an estimate of the
effective hydrodynamic radius of the protein.[105, 106]

2) Poisson–Boltzmann calculations with Monte Carlo simu-
lations of proton equilibria. This technique requires
knowledge of the three-dimensional structure of the
protein and significant numerical computation.[107]

3) Screened Coulombic potential model. This simple model
also requires knowing the three-dimensional structure of
the protein (especially the distances between ionizable
groups), but does not require significant computation: it
can be solved on a spreadsheet.[107]

Values of DZ can also be estimated experimentally by
combining measured electrophoretic mobilities of charge
ladders with an independent measurement of hydrodynamic
radius; this measurement can be accomplished conveniently
on a CE instrument by using analysis of TaylorJs disper-
sion.[168] At pH values of about 8.5 and low (ca. 10 mm) ionic
strengths, the value of DZ per acetylation of a lysine lies

between �0.8 and �0.9, based on the analysis of several
proteins. At high ionic strengths (ca. 100 mm), the value ofDZ
approaches �1.

The concept of “ladders” can also be extended to proper-
ties of proteins other than charge. We have described
derivatives of proteins with incremental changes in hydro-
dynamic size (Figure 9) and proposed how the surface
hydrophobicity of proteins can be altered by successive
acylation of amino groups (Figure 4). In these experiments,
CE serves primarily to count the number of modifications of
the protein, not to estimate the charge.

13.2. Outlook

Protein charge ladders, site-directed mutagenesis, and
theory allow us to begin to ask sophisticated, focused
questions about roles of charged groups in macromolecules.
Here we give several representative questions, and sketch
experimental evidence relevant to their eventual answer; in
no case do we have a complete answer, and in no case can
these questions be easily answered with one experimental
technique.

13.2.1. Is it the Value of Net Charge of a Protein that is Important
in the Intracellular and Extracellular Environments, or Is it
the Distribution of Charges on a Protein That Is Impor-
tant?

To start to address this question, we analyzed the structure
of charges and net charge of 20 isoforms of carbonic
anhydrase (CA).[131] This analysis showed that the net
charge Zseq calculated from the sequence of amino acids
varied from + 1.8 to �2.3, with 90% of the isoforms falling
between Z=++ 1.5 and �1.5, even though the total number of
charges (positive and negative) ranged from 36 to 75. These
results imply that there is evolutionary pressure to maintain
the net charge of CA between + 1 and �2, even if the total
number of charged groups is not conserved. It would be
interesting to extend the analysis to other families of proteins.

It is possible that retaining a small net charge on proteins
both reduces the osmotic pressure[191] and, at the same time,
prevents phase separation inside the cell[192] and minimizes
nonspecific protein–protein interactions in an environment
crowded with ions, nucleic acids, and proteins.[193] Sear has
started to explore this subject by calculating the net charge
Zseq of all proteins (ca. 4000) in the genome of E. Coli.[191] The
distribution of net charge is approximately Gaussian, cen-
tered around �3, with a standard deviation of 8. Few proteins
(< 1%) had magnitudes of charge greater than 30. Such
analysis, done on the proteome of an organism, supports the
idea that net charge, as a parameter, is important for the
function of a cell.

The distribution of charge in proteins is certainly involved
in formation of protein–protein complexes,[8] binding of
highly charged nucleic acids,[24] and may be important in
more subtle phenomena, such as electrostatic steering.[10,78]

Thus, the conservation of both net charge and of charge
distribution are likely to occur in some circumstance. We
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therefore cannot yet answer the question of the relative
importance of net charge and charge distribution.

13.2.2. Are Charged Groups on Proteins Involved in “Negative
Design”?

In the complex environment of a cell, specific interactions
required for life must be balanced against other interactions
detrimental to life;[194,195] the latter may result in crystalliza-
tion and homogeneous or heterogeneous aggregation.
Charged groups on the surfaces of proteins may be involved
in the “negative design”, where the presence of charge does
not necessarily improve the function of an enzyme, but
instead reduces undesirable, noncatalytic interactions (such
as the protein–protein interactions involved in crystallization
or aggregation).

Richardson and Richardson described a specific example
of the role of charges in negative design in b-sheet pro-
teins.[195] Naturally occurring b-sheet proteins are usually
soluble, but fragments or mutants of these proteins can
aggregate and, in some cases, form amyloid fibers. An analysis
of 75 proteins having b-sheet structures led the authors to
conclude that the presence of a single charged group on one
edge of the b sheet was one of the most common natural
features associated with inhibition of aggregation; the authors
also argued that out of all available charged residues, Lys
would be the best choice because of its flexibility. These
arguments, supported by experiments done by Wang and
Hecht,[196] showed that this design principle was effective in
converting proteins, designed de novo to form b sheets and to
assemble into amyloid-like fibers, into proteins that remained
as soluble monomers in solution.

13.2.3. Do Cells Utilize Electrostatics To Control the Activity and
Stability of Proteins?

Cells actively regulate the concentration of ions and
protons in compartmentalized volumes: for example, endo-
somes and lysosomes are quite acidic (pH 5–6), while the
cytosolic pH value is close to neutral (ca. 7.2).[197] During
apoptosis, cells undergo acidification of their intracellular
pH value by 0.3–0.4 units,[198] sometimes with a transient
alkalinization. The cytosolic pH values of tumor and multi-
drug resistant cells are different from those of normal cells.[199]

Cells utilize these pH differences, and thus differences in
protonation states of proteins, to activate certain enzymes and
pathways only where and when necessary.

One example of such control is the transport of proteins to
the lysosomes. Proteins to be transported to the lysosome are
tagged with a marker, mannose-6-phosphate, in the Golgi
complex (at neutral pH). Vesicles containing a receptor for
mannose-6-phosphate bind the marked proteins. These car-
riers then fuse with pre-lysosomal vesicles that are acidic;
lowering of pH value causes the marked protein to dissociate
from the receptor and continue its way to the lysosome.[41]

Another question that rises immediately is: “How do
lysosomal enzymes refrain from uncontrolled, and likely
destructive, activity en route to the lysosome?” Heikinheimo
et al.[200] proposed the following mechanism for the activation

of lysosomal a-mannosidase at a low pH value: at cytosolic
pH values, multiple salt bridges stiffen the loops near the
active site of the enzyme, thus reducing the catalytic activity;
at the acidic pH value of the lysosome, protonation of
glutamic and aspartic acids breaks the network of salt bridges
and allows for the necessary plasticity of the enzyme required
for catalysis. There are many other examples of pH-activated
events (activation of hemagglutinin at low pH values in
influenza infection may be another well-known one[201]), and
all cannot be listed here. The point is that the forces that are
modulated by a change in the pH value are in part electro-
static.

13.2.4. Can One Make “Better” Proteins—That is, Proteins with
Improved Stability, Greater Activity, or New Functional-
ity—by Designing an Appropriate Pattern of Charge?

Changing the patterns of charge on protein surfaces may
be a strategy to achieve desired properties of proteins for
applications in biotechnology: for example, in organic syn-
thesis, diagnostics and sensing applications, and protein
therapy. Leist et al. have recently demonstrated an excellent
example of an improved charge-modified therapeutic with
erythropoietin (EPO). Carbamylation of lysine residues on
EPO did not interfere with its binding to the tissue-protective
receptors, but interfered with its binding to the receptor
responsible for the hematopoietic activity of EPO.[202] Thus,
EPO-stimulated tissue-protective pathways could be acti-
vated without the unwanted effects of up-regulated produc-
tion of red blood cells.

Sarkar et al. demonstrated a clever utilization of the
difference in electrostatic interactions between a therapeutic
protein and its receptor at two different pH values to control
the lifetime of the therapeutic.[203] The authors engineered a
cytokine GCSF (granulocyte colony-stimulating factor) to
contain a His residue at the binding interface to its receptor
(GCSFR). At the extracellular pH value of about 7 when the
His is deprotonated, GCSF maintained its tight binding to the
receptor. At the endosomal pH value of 5–6, unfavorable
electrostatic interactions resulting from the protonation of
His reduced the affinity of GCSFR to bind GCSF by several
fold. As a result of the weakened interaction of the cytokine
with its receptor in the endosome, the cytokine was recycled
back to the surface of the cell rather than being sent for
degradation in the lysosome. This increased recycling of the
engineered GCSF increased the lifetime and, thereby, the
activity of the cytokine, relative to the wild-type. The authors
believe that modulation of binding affinity between ligands
and receptors by carefully engineered “histidine switches”
may be a general strategy for the enhancement of endosomal
recycling.

13.2.5. What Are the Energetics of Interaction and Forces between
Ions and Charged Macromolecules in Solution?

Before we are able to answer any questions about the role
of charges on proteins in complex mixtures, we need to
understand better the behavior of ions in solution. Interest-
ingly, we do not understand the behavior of even simple ions
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in solutions,[50,74,75] especially at biologically relevant concen-
trations.

In contrast to a vacuum, where the electrostatic free
energy of interaction between charged groups is entirely
enthalpic, the free energy of interaction between charged
groups in biological fluids is often dominated by the
contributions of entropy. It is the entropic contribution to
the electrostatic free energy that can make the electrostatic
interactions between opposite charges favorable. The electro-
static enthalpy of interaction between opposite charges can
actually be unfavorable in aqueous solutions.

Ninham and co-workers[74,75] have shown that charge–
charge interactions do not always dominate the total free
energy of interactions between ions. Dispersion forces among
ions and water must be included in accurate thermodynamic
descriptions of solutions of electrolytes. A striking, counter-
intuitive result of the studies by Ninham and co-workers is
that the net interaction between some ions of like charge is
attractive when dispersion forces are included.[75] The dis-
persion force depends on the size and polarizability of the
ions, and therefore, may play an important role in describing
the effects of specific ions in experimentally measured
osmotic coefficients and surface tensions. The authors have
also argued that dispersion forces can explain such observa-
tions as the dependence of net charge and ionization
constants of a protein on the background electrolyte,[51] and
the “salting-in” and “salting-out” of proteins by different salts
(also known as Hofmeister effect).[204] These specific ion
effects, which are still incompletely understood, are omitted
in most models of protein solutions. A more complete picture
of protein–ion interactions will need to include these effects.

In addition, if we are to understand fully electrostatic
interactions in biology, we must measure more than just
equilibrium constants and the associated standard state free
energies of interaction; we must also know the individual
contributions of enthalpy and entropy to this free energy. To
see a complete picture, we will need to measure the
thermodynamic parameters that describe molecular recogni-
tion directly, by using techniques such as calorimetry.

While experiments with protein charge ladders by them-
selves will not be able to directly answer the questions we
have posed, and others of a similar character, they will
certainly advance our understanding of electrostatic inter-
actions involving proteins in solutions. Complimentary cal-
culations with continuum electrostatic theory will add to this
understanding. Protein charge ladders, and extensions to
other ladders that systematically alter the surface chemistry of
proteins, will, we believe, also aid in the development of tools
for protein separation and characterization.
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