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Abstract
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Information about protein structures is important in many areas of life sciences, including
structure-based drug design. Gas phase methods, like electrospray ionization and mass
spectrometry are powerful tools for the analysis of molecular interactions and conformational
changes which complement existing solution phase methods. Novel techniques such as single
particle imaging with X-ray free electron lasers are emerging as well. A requirement for using
gas phase methods is that we understand what happens to proteins when injected into vacuum,
and what is the relationship between the vacuum structure and the solution structure.

Molecular dynamics simulations in combination with experiments show that protein
structures in the gas phase can be similar to solution structures, and that hydrogen bonding
networks and secondary structure elements can be retained. Structural changes near the
surface of the protein happen quickly (ns-ps) during transition from solution into vacuum.
The native solution structure results in a reasonably well defined gas phase structure, which
has high structural similarity to the solution structure.

Native charge locations are in some cases also preserved, and structural changes, due to
point mutations in solution, can also be observed in vacuo. Proteins do not refold in vacuo:
when a denatured protein is injected into vacuum, the resulting gas phase structure is different
from the native structure.

Native structures can be protected in the gas phase by adjusting electrospray conditions to
avoid complete evaporation of water. A water layer with a thickness of less than two water
molecules seems enough to preserve native conditions.

The results presented in this thesis give confidence in the continued use of gas phase
methods for analysis of charge locations, conformational changes and non-covalent
interactions, and provide a means to relate gas phase structures and solution structures.
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1. Introduction

Proteins play a crucial role in virtually all biological processes
and are in many ways critical for our survival and well being. The
three-dimensional structure, which is determined by the amino acid
sequence encoded in the genes in the DNA, is highly specific and
strongly correlated to the function of the protein. Dysfunctional
proteins with slightly altered or damaged structures are responsible
for a number of diseases, including Alzheimer’s, Creutzfeldt-Jacob’s
disease and several variants of cancers.

Because of their functional significance, proteins are the main target for
the pharmaceuticals that we use. Therefore, structure based drug design
exploits knowledge of the three-dimensional structure of proteins to
develop drugs for specific purposes. Methods like X-ray crystallography
and nuclear magnetic resonance spectroscopy (NMR) have produced
nearly 50 000 protein structures over the past decades, but there is a
large class of proteins and other macromolecular structures that are
not amenable for simple structure determination by these techniques.
For these molecules, which include misfolded proteins, the majority of
membrane proteins, glycoproteins and a range of “floppy” complexes, a
means of structure determination would be desirable.

Using mass spectrometric methods, biomolecular interactions in the
gas phase can be studied. The combination of different variants of the
technique also allows for determination of amino acid sequences of
proteins. The use of gas phase methods is, however, always subject to
questions whether the results obtained are applicable to proteins in
their true environment, i.e. in solution, or not. One of the aims of this
thesis was to address these questions by presenting a number of studies,
based on computer simulations combined with experiments, mainly
of proteins in vacuum. The goal has been to investigate the major
differences and similarities between protein structures and dynamics in
solution and in the gas phase (paper I and III - VI), and to find out
what we can learn about proteins in their native “wet” environment
by studying them in vacuo. Paper II goes deeper into one specific



mass spectrometric technique, electron capture dissociation (ECD),
and suggests a new possible mechanism for the fragmentation.

The electrospray technique is a widely used method for ionization and
injection of molecules within mass spectrometry. It is also considered as
injection method for the planned single particle imaging experiments
with X-ray free electron lasers (XFEL). Despite its popularity, it is still
not fully known how the process, and particularly the evaporation,
affects the protein structure. Another area of interest has therefore
been to study the behavior of proteins when injected into the gas
phase or vacuum. Paper IV investigates these questions and gives
a hint of what to expect from the experimental output of XFEL sources.

Since my work has been concentrated on computer simulations
using molecular dynamics, this thesis also contains some method
development. Paper VII describes an algorithm developed to generate
temperatures for replica exchange molecular dynamics which guarantee
good sampling of structures - a requirement for protein folding
simulations.

The contents of this thesis has been organized as follows: First, some of
the various gas phase methods and techniques that are used for analysis
of protein structures and dynamics are explained, second, the use of
computer simulations as a complement to experiments is described, and
last, protein structure and dynamics in the gas phase and in solution
are discussed.



2. Gas phase methods for protein
structure analysis

Water is in many ways essential for life, also on a molecular level. Crys-
tal structures of proteins usually contain water molecules which are more
organized than the bulk solution and which are believed to be important
for the activity and the stability of the structure. The most obvious way
to study protein structure and behavior is therefore in an aqueous envi-
ronment. Gas phase methods nevertheless provide a powerful means for
analysis of molecular interactions, and a number of different techniques
have emerged through the years. Among the most popular methods to
study biomolecules like proteins, are ion mobility spectrometry [43], gas
phase spectroscopy [12, 26] and the various mass spectrometric tech-
niques in combination with matrix assisted laser desorption ionization
(MALDI) [66, 32] or electrospray ionization (ESI) [15, 75, 76]. The gas
phase methods used in the research presented in this thesis include the
fragmentation technique, electron capture dissociation (ECD) [79], ESI
and fluorescence probe spectroscopy [28].

2.1 Mass spectrometry

The mass spectrometric methods are all based on detection of ionized
molecules in vacuo by measurements of mass over charge ratios. Two
decades ago, the use of mass spectrometry was generally limited to anal-
ysis of low molecular-mass samples and application to proteins was dif-
ficult. Since then, the situation has improved radically, and today mass
spectrometry is one of several standard methods used to study large
protein complexes and non-covalent interactions such as ligand binding
in the gas phase [74, 58]. Fragmentation techniques make it possible
to produce information not only about the molecular formula of pro-
teins but also about the covalent structure. Tandem mass spectrometry
(MS/MS) [42], where the ion of interest first is isolated and then frag-
mented, has been advantageous for this purpose. The combination of
several different fragmentation techniques even allows for sequence de-
termination of unknown proteins and peptides [22].



2.1.1 Electron capture dissociation (ECD)

One of various mass spectrometric fragmentation techniques is the
electron capture dissociation (ECD), involving a reaction between
multiply-charged gas phase polypeptides and low-energy -electrons
(< 1 eV) [79]. ECD specifically cleaves the strong N-Ca backbone
bonds of proteins, without rupture of weak intra- and intermolecular
bonding [19]. This cleavage, schematically shown in Figure 2.1, gives
rise to quite different fragments, so called ¢ and z ions, compared to
for instance collision activated diffraction (CAD), which in the low
energy mode produces b and y fragments from cleavage of the C-N
bond [52]. In ECD, cleavage occurs between almost any combination of
amino acids, except at the N-terminal side of the cyclic proline residue,
and therefore extensive sequence information of proteins and peptides
can be obtained from ECD spectra. If this information is compared
to the fragmentation pattern obtained using some other method, like
CAD, the primary amino acid sequence of unknown proteins can be
revealed. For ECD to be effective, the protein ions have to be multiply
charged, and the preferred method for production of such polycations
is electrospray ionization (section 2.2).

The mechanism of ECD has been widely debated for some time, and
a number of plausible hypotheses have been proposed [23, 64, 80, 38|.
One of these is the charge solvation model, where cleavage is believed
to occur in the vicinity of the protonation site, i.e. the charge produced
in the ionization process, due to electron capture on the hydrogen
bond created between the extra charge and any other part of the
protein. This hypothesis have been tested both experimentally [6] and
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Figure 2.1: Different mass spectrometric techniques give rise to different fragmenta-
tion ions. ¢ and z ions are produced from ECD cleavage of the N-Co bond and CAD
produces b and y ions through cleavage between the backbone N and C atoms.



computationally [54] with varying results, but the challenge to ex-
plain and predict the relative abundances of the N-Ca cleavages remains.

In paper II, the chemistry of the ECD cleavage mechanism is
investigated wusing a combination of experiments and molecular
dynamics simulations of stereoisomers of the small 20-residue model
protein Trp-cage. A previous study [1] had shown that conversion
of the chirality (L to D) of a single amino acid of the peptide gives
distinctly different ECD fragmentation, and thus stereoisomers were
considered suitable for this study as well. Three amino acids, Tyr?,
Gln® and Leu’ were selected for mutation, yielding D-Tyr?, D-Gln’
and D-Leu’ in addition to the all-L variant, which was identical with
the native conformation with all amino acids in L-form. The above
mentioned study also showed that, in the gas phase, the protonation of
Trp-cage 2+ ions is at Gln® and Arg!® and not on Lys® and Arg!6 as
in solution. Therefore, the protonation of the stereoisomers, including
the all-L variant, was selected accordingly. For control, a fourth isomer
with the protonation on Lys® and Arg'® was also constructed. No L to
D mutation was done on this isomer, hence, all amino acids were kept
in their native L-form.

For each stereoisomer, simulations were run for 200 ns using the replica
exchange (REMD) approach (section 3.2) at 16 different temperatures,
ranging from 275 to 419 K. From the 305 K trajectories, which were
closest in temperature to the experiments (300 K) the following
analyses of the hydrogen bonding pattern were done:

I. The total number of time frames (sampled every pico second) in which
the protonated side chain of Gln® (or Lys® in the control system)
was found to make a hydrogen bond with a backbone carbonyl of
the protein. This parameter represents a quantitative measure of the
charge solvation probability.

II. For each time frame, the total number of neutral hydrogen bonds
established between backbone carbonyls and any other part of the
molecule.

ITII. The frequency of creation/destruction of neutral hydrogen bonds de-
fined as above.

Initially, the charge solvation hypothesis was tested by comparing
analysis I with experimental data generated by Roman Zubarev and
coworkers. However, several inconsistencies between simulation and
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Figure 2.2: The ECD mechanism proposed in paper II, suggesting an initial capture
of a low-energy electron on a neutral hydrogen bond between a backbone carbonyl
and any other part of the protein, for instance a backbone amine. Subsequent hydro-
gen atom transfer to the carbonyl forms a labile aminoketyl radical that rapidly frag-
ments through N-Ca-cleavage. A hydrogen from one protonation site relocates to the
backbone nitrogen to reform the amine group.

experiment were obtained, such as extreme carbonyl solvation of
Pro!® and drastic temperature effects, which were not observed in
experiments. Calculations also predicted a two order of magnitude
larger frequency of charge solvation in D-GIn® and D-Leu’ compared to
the other stereoisomers, whereas the fragment abundance measured in
experiments were indistinguishable. No matter how the simulated data
was used, it failed broadly to reproduce the observed ECD abundances
of N-Ca bond cleavages. Instead, the ECD patterns and the calculated
occurrence of neutral hydrogen bonds to carbonyls of the fragmenting
amides (analysis II) agreed very well, and as a consequence, a new
ECD mechanism was suggested (Figure 2.2). This mechanism is based
on the capture of a low-energy electron on a neutral hydrogen bond
between a backbone carbonyl and any other part of the protein,
for instance a backbone amine. Subsequent hydrogen atom transfer
to the carbonyl forms a labile aminoketyl which fragments through
N-Cy bond cleavage [80]. The most loosely bound ionization proton
will then neutralize the backbone nitrogen via intra-molecular proton
transfer [36]. Note: that the schematic mechanism in Figure 2.2 is the
correct one - the figure presented in the publication (paper II) is
missing some details.

Analysis TII was done to test whether the N-Co bond cleavage is due
to the hydrogen bond itself or to the energy transfer taking place as
the hydrogen bond is created/destructed. The correlation between
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the observed N-Ca bond cleavage abundances and the calculated
frequencies of hydrogen bond creation/destruction was, however, not as
strong as the correlation to the occurrence of hydrogen bonds (analysis
IT). The conclusion was therefore that it is the hydrogen bonding itself
and not the rate of it’s establishing, that determines the N-Ca bond
cleavages.

The proposal of this new mechanism does not imply a complete dismissal
of the charge-solvation hypothesis. It is rather a suggestion that an in-
terplay between the charged and neutral hydrogen bonding is possible.
Taking both these theories into account when studying ECD fragment
abundances, may help us understand what is going on and thus improve
the possibility to predict ECD fragmentation.

2.2 Electrospray ionization (ESI)

A fundamental prerequisite of all mass spectrometric experiments is a
method to produce charged species of the molecules that are to be
analysed. In particular studies of macromolecules such as proteins
require robust methods to generate ion products. One method, which
has become very popular because it makes it possible to produce ions
directly from solutions at atmospheric pressure, is ESI.

ESI was initially introduced by Dole and co-workers [10] in the late
1960’s. Later, the method was developed for use with large molecules
by John Fenn [15, 75, 76], an invention that in 2002 was rewarded with
the Nobel Prize in Chemistry. The uniqueness of ESI is its ability
to form intact ions with a wide variety of charge states under “soft”
conditions where weak bonds, such as non-covalent interactions that
exist in solution, can be preserved and studied under atmospheric
pressure in gas phase or in vacuum. This makes ESI particularly
suitable for ionization of proteins which then can be analyzed using,
for instance, ECD.

Despite its popularity, the ionization mechanism in ESI is not fully
understood, but there are two predominant theories - the charge
residue model (CRM), initially proposed by the originator of protein
ESI, Dole, and co-workers [10], and the ion evaporation mechanism
(IEM), introduced by Iribane and Thomson [29, 67]. Studies suggest
that both mechanisms apply, but to species of different sizes. The IEM
mechanism seems not to hold for large molecules such as non-denatured

7
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Figure 2.3: An illustration of the electrospray ionization process showing the evapo-
ration and subsequent disintegration of the charged droplets, until the final production
of gas phase ions.

globular proteins, whereas CRM does [14, 34, 9, 71, 13, 70]. Therefore,
the ESI process will be explained based on the CRM model only.

The ESI process (Figure 2.3) can be divided into three phases: 1)
formation of small charged droplets at the tip of the ESI capillary,
2) evaporation of solvent from the droplet and subsequent coulombic
fission which produces even smaller, charged, off-spring droplets and
3) formation of charged ions. The first phase is well understood and
can today be handled accurately in order to obtain either positively or
negatively charged droplets. In its simplest form, a sample solution of
the biomolecule is fed through a small capillary and a high electric field
at the tip of the capillary pulls positive or negative charges, depending
on the direction of the field, towards the front of the liquid. When the
electrostatic repulsion becomes stronger than the surface tension of the
liquid, a small electrically charged droplet leaves the surface and travels
through the surrounding gas or vacuum to the counter electrode. During
its flight through the gas, the waters of the droplet starts to evaporate
such that the droplet becomes smaller while the charge that it carries
remains constant. As an effect, the charge density at the surface is
increased and causes electrostatic stress. At a certain point, defined by
the the Rayleigh limit [57, 18], the surface coulombic forces exceed the
surface tension and the droplet becomes unstable and disintegrates into
even smaller off-spring droplets. Further disintegration, of both the
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parent droplet and the off-spring droplets, occurs until they become so
small that they can bear only a few excess charges. Continued solvent
evaporation of these droplets will lead to completely dehydrated
ions. The exact details of this process are not fully known, but it
seems that the final evaporation brings the ions close enough to
the protein surface for protonation to occur to form charged protein ions.

Even though the evaporation-ionization process of the ESI is known
to preserve specific non-covalent interactions that exist in solution [58],
the influence of ESI on protein conformations has not been possible to
determine by experimental means. Varying results have been obtained,
ranging from completely unfolded proteins [30, 69, 28] to viruses that
are still infective after injection by ESI [68], which suggests that any
changes inflicted by dehydration should at least be reversible. The study
presented in paper IV implies, however, that as long as there are some
water molecules bound to the protein, the structure is quite unaffected
by evaporation. Proteins that are initially covered with a water layer
of 3 A, show no significant structural changes after 10 ns in vacuum
even though between 13 and 23 % of the water has evaporated. The
changes in secondary structures are not very much different from the
changes recorded in bulk water (Figure 4.1, section 4.2), which indicates
that a water layer with a thickness of roughly two molecules is enough
to maintain the solution phase structure. For the XFEL experiments,
described in section 2.3, this means, that if the ESI process can be fine-
tuned to preserve a certain amount of water around the protein [59] as
it is hit by the beam, then the likelihood to obtain a diffraction pattern
that corresponds to the native structure will be increased. More results
from paper IV, are presented in section 4.2.

2.3 Single particle imaging with X-ray lasers

Novel single particle imaging experiments have been proposed [8, 16] us-
ing X-ray free electron lasers. These experiments differ from traditional
X-ray crystallography in that structural information will be retrieved
from individual molecules in the gas phase instead of from protein crys-
tals. Molecules will be injected into a vacuum chamber, where they will
be hit by an X-ray pulse and scatter onto a detector (Figure 2.4). To ob-
tain diffraction patterns from non-repetitive, amorphous materials, such
as individual protein molecules, an X-ray source is needed, which can
provide a photon pulse of much higher intensity than the sources that are
used for crystallography today. These X-rays can be produced by passing

9
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Figure 2.4: Nlustrative description of the single particle imaging with an XFEL (fig-
ure taken from reference [8] with permission).

an intense and energetic electron pulse, generated in a linear accelerator,
through a long periodic magnet - an undulator - which forces the beam to
emit radiation. The radiation will interact with the beam pulses within
the undulator and then cause a build-up of micro bunches of charge
density. The electrons in the micro bunches will eventually radiate co-
herently, giving rise to extremely intense femtosecond X-ray pulses with
wave lengths on the A-scale. Although biological material is extremely
sensitive to radiation damage, recent theoretical studies indicate that, if
the experimental parameters are chosen carefully [47, 20, 78, 4], the sam-
ple may survive long enough for the scattering pattern to be recorded,
thus imaging of small biomolecular aggregates or even large single par-
ticles could be possible [8, 16].

A requirement for the XFEL single particle imaging of individual
molecules is an injection process that can provide a purified stream of
molecules into the vacuum chamber. The use of electrospray ionization
(ESI) has been very successful within mass spectrometry, and is
therefore considered appropriate for the XFEL experiments as well.
The ESI method is described more thoroughly in section 2.2.
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2.4 Fluorescence probe spectroscopy

Fluorescence spectroscopy measurements have traditionally been used
for conformational studies of proteins in solution, but recently, the
method has been extended to applications in the gas phase as well,
with very promising results [28, 27, 26]. The method is based on
interactions between a photophysical probe and a quencher, which
are both incorporated into the protein or peptide of interest. The
probe and the quencher can either be natural parts of the protein or
peptide [37, 77] or they can be covalently attached [24]. The probe is
brought to an excited state by a short light pulse, and quenching, i.e.
interaction between the probe and the quencher, will cause a decay
of the excited state which can be detected as a change (decrease)
in fluorescence intensity or fluorescence lifetime. Since quenching is
known to be distance and orientation dependent [49, 48], this decay
in fluorescence can be used to probe distances within molecules and
interconversion between conformers can be analysed [77]. In the gas
phase, the method makes use of modulation of the fluorescence of a
covalently attached dye through intramolecular quenching, usually by
tryptophan (Trp) (Figure 2.5). Intact unsolvated biomolecule ions are
formed by electrospray ionization (ESI) and transferred into a trap.
There, the particular ion of interest is isolated through ejection of the
unwanted ions which occur at lower or higher mass-to-charge ratios.
Fluorescence is induced by a laser. As in the solution experiments,
the quenching causes a decrease in the measured fluorescence which is

Figure 2.5: The mini protein Trp-cage with the fluorescent dye attached to the C-
terminus. When the quencher (Trp) and the dye are separated, fluorescence can be
detected. Any conformational changes in the peptide which brings the quencher and
the dye into contact will cause a decrease in the detected intensity.
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consistent with conformational changes in the protein that causes the
tryptophan to get into contact with the dye. The present model [28]
assumes that quenching is absent in the folded state.

So far, the gas phase variant of the method has been applied to and
tested on the mini protein Trp-cage. In paper V, the measurements are
used in combination with solution measurements and theoretical calcu-
lations, i.e molecular dynamics simulations, in the gas phase, to study
protein unfolding and the effects of solvent on protein structure and
dynamics. All analyses are done as a function of charge state, charge lo-
cation and temperature. The study proves that the observed changes in
fluorescence are due to dynamics of the polypeptide and not the intrinsic
photophysics of the dye. It is found that differently charged peptides pro-
duce different melting curves, which indicates that the method is capable
to trace temperature-induced conformational changes. Since structures
calculated for the different charged states using molecular dynamics,
consequently show relatively compact structures, these conformational
changes are assumed to be fluctuations in secondary structure rather
than large scale changes of the tertiary structure. It is clear that further
development of the method is required to explain the local interactions
in biomolecules in the gas phase. Still, an essential result of the mea-
surements reported in paper V is that fluorescence probe spectroscopy
is useful for producing a picture of protein dynamics in the gas phase as
a function of temperature.

12



3. Computers as a complement to
experiments

Protein structure determination using experimental methods is not
trivial, and there is considerable interest in developing computer based
methods to facilitate the process. The grand challenge is to solve the
“protein folding problem”, i.e. to predict a protein’s three-dimensional
structure from it’s primary amino acid sequence, but the way there is
still very long. Even if experiments can not be replaced by theoretical
methods yet, there are certain areas where theory and simulation can
yield complementary information which is not easily accessible by
experimental means. The “static” structures obtained from experiments
can be used in computer simulations to generate dynamics trajectories.
In this manner we can study events on short timescales with fine
spatial resolution.

Computer calculations of molecular systems can be performed at many
levels of accuracy, ranging from quantum mechanistic to classical
and from atomistic to coarse-grained. When the aim is to simulate
protein folding processes, the precision of classical physics is usually
good enough, but atomic models are to be preferred over coarser
descriptions. A number of approximations can be done, and it is mostly
useful to disregard the quantum mechanical properties of the system,
not only to save time but also to increase the upper limit of the size of
systems that can be simulated. A widely used computational method
for studying the folding of small proteins is molecular dynamics (MD)
simulations.

3.1 Molecular dynamics (MD)

Molecular dynamics (MD) was first introduced by Alder and
Wainwright in the late 1950’s [2] as they calculated non-equilibrium
and equilibrium properties of hard spheres. The first modelling
of a realistic system was done 7 years later by Rahman, as he

13



simulated liquid argon in 1964 [55]. A decade later, in 1977, the
first protein simulations appeared, with the bovine pancreatic
trypsin inhibitor (BPTI) as a pioneering system [41]. Since then,
research groups all over the world have put a great deal of effort in
further developing the MD algorithms [53, 39, 51, 31] and progress
is indeed being made. One important milestone within the protein
folding field was reached when Duan and Kollman for the first
time, in 1998, managed to perform a 1 us long MD simulation of a
small protein in water solution by brute force [11]. Many successful
MD studies have been reported and published after that, e.g. [63, 33, 17].

MD is based solely on classical Newtonian physics, which means that
the quantum nature of atoms is completely ignored. The theoretical
basis for doing so is the Born-Oppenheimer approximation, which states
that a separation of the velocities of the atomic nuclei and the electrons
is possible. Because of their substantially smaller mass, electrons react
instantaneously to changes in the position of the nuclei, thus, the most
relevant motional information is obtained by considering the nuclei only.

A simple definition of MD is that it simulates the successive motions
of a system of particles - the atoms of a molecule - due to the forces
that are present. This means that using Newton’s laws of motion, the
natural structural changes in a protein can be generated, and from this
information, a trajectory can be created which specifies how the po-
sitions and velocities of the atoms in the protein vary with time. We
know from Newton’s second law that “force equals the rate of change of
momentum”, which mathematically can be expressed as
2=

Fi:m,ﬁi:mi% (3.1)
where F; is the force acting on an atom i with mass m; and acceleration
a;. To solve this differential equation, which gives the final trajectory,
knowledge of the force, F;, is required. This can be computed as the
negative derivative of the potential of the simulated protein or system.

av

Fr=—"
! dF;

(3.2)
This potential, or the total energy of the system, V, and the correspond-
ing parameters, are the very essence of MD called the force field. Usually,

this potential is constructed as the sum of a number of individual energy
terms, which refers to different bonded and non-bonded atomic interac-
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tions such as bond stretching, angle bending, dihedral bond rotation,
electrostatic and van der Waals interactions.

Vioe ' = Vbonded + Vion—bonded (33)
= Vbond(l) + Vangle(e) + Vdih(q)) + vel(r) + VvdW(r) (34)
N
= T 2017+ % 007+ TS kugleos(o))' +

bonds angles dih n=0

12 6
it ()]
i<j 477,'801"1']' Tij Tij

where k;, kg and k,y are force constants, [ is the displacement from the
equilibrium bond length I, 6 the displacement from the equilibrium
bond angle 6°, ¢ is the dihedral angle, g; and g; are interacting
point charges separated by the distance r;; and A;;, and B;; are atom
dependent constants.

To capture the dynamic behavior of the simulated system, equation 3.1
has to be solved for every atom i during a period of time. This is done nu-
merically and one of the most commonly used algorithms is the Leap-frog
Verlet method [21]. This algorithm uses information about the velocities
at time r — % and the positions and forces at time ¢, to calculate new

velocities and positions, according to the following equations:

v(t+%) :v(t—Azt)—i—Fn(;)At (3.6)
F+ A7) = r(t) +v(t + %)Az (3.7)

3.2 Replica exchange molecular dynamics
(REMD)

Classical MD simulations run at a single constant temperature are
often inefficient in sampling of conformational space and therefore
require a lot of computer time before any significant results can be
observed, especially if the aim is to do protein folding. A better
approach, which helps improving the sampling of conformers and thus
to produce equilibrium simulations, is to use replica exchange MD
(REMD) [65, 25]. REMD involves simultaneous simulation of multiple
replicas of the same system at different temperatures (Figure 3.1). At
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Figure 3.1: REMD involves simultaneous simulation of multiple replicas of the same
system at different temperatures. At frequent intervals, conformers of concurrent sim-
ulations are allowed to switch temperature.

regular intervals, the N noninteracting replicas are allowed to switch
temperature (based on a Metropolis criterion) with each other, thereby
making it possible for low temperature replicas to gradually migrate up
to higher temperatures and back again. By selecting the temperature
range such that it starts from low values, corresponding to native
conditions, and goes to high values, where the system is expected to
have enough energy to rapidly pass potential barriers, this frequent
switching allows for significantly enhanced sampling of conformations
as a function of time.

The performance of REMD is tested in paper I, where the small
10-residue peptide chignolin is simulated using both REMD and
clagssical MD. It is found that the latter set of simulations is
outperformed in terms of sampling - due to the temperature exchanges
in the REMD simulations, the native state of the peptide is reached
much more quickly than in the single temperature MD. Almost all
REMD replicas are found to undergo several folding/unfolding events
whereas in the classical MD simulations, the native state occurs only
rarely.

REMD simulations require a certain amount of preparatory work. One
difficulty is to find an appropriate set of temperatures that will yield
satisfying exchange frequencies. It is desirable to have much the same
exchange frequency between all adjacent replicas [56]. It should not
be too low, because then the simulations will be just as inefficient as
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the classical MD, and it should not be too high either, because then
the conformations may not have enough time to change between the
exchanges, restricting the sampling to a small area in conformational
space [72]. Temperatures are often selected using a “trial and error”
approach which is to expensive both in terms of computer time and
energy. A few schemes for optimal allocation of temperatures have been
published [61, 56], but unfortunately they all require pre-calculation
or an initial assumption of the energies of the system at a number
of initial temperatures. To overcome this, paper VII presents an
algorithm that, given the number of atoms in the system and an upper
and lower temperature limit, determines which temperatures to use to
obtain a desired exchange probability of P. No further prior knowledge
about energies or temperatures is needed. The algorithm has been
tested and validated using four additional REMD simulations which
were not included in the parametrization. Three of the simulations
contain a protein dissolved in bulk water, and the fourth simulation is a
vacuum simulation of a small model protein. For each pair of adjacent
replicas, the probability of exchange (Py.q) was predicted based on
the temperature difference and the number of atoms in the system.
The predicted probability, P,.qs, was then compared to the observed
probability, P,,s, obtained during simulation, and in all cases the
convergence criterion abs(Pyreq — Pops) < 0.0001 was fulfilled for every
pair. The predictive power seems to be very good for the GROMOS
force field [51] even though the algorithm was parameterized using the
OPLS force field [31], suggesting that it will work well for other similar
force fields as well.

The algorithm has been implemented as a web server at
http://folding.bmc.uu.se/remd, which can be freely wused to
generate appropriate temperatures for any protein based sys-
tem. This possibility to choose an appropriate exchange rate
beforehand, will certainly facilitate the preparation of REMD simula-
tions, resulting in more efficient usage of scarce computational resources.

The parameterization of the algorithm has been done at constant pres-
sure. A comparable set of constant volume simulations should be done
to derive constants for NVT-REMD simulations as well, which then will
be implemented in the same web server.
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3.3 Gromacs

All simulations presented in this thesis have been performed using the
MD software Gromacs [3, 39], initially developed by the group of Herman
Berendsen at the department of Biophysical Chemistry at Groningen
University. The software is primarily designed for biochemical molecules
like proteins and lipids, but can be used for simulations of non biological
systems like polymers as well. It is freely available to download from
the web page http://www.gromacs.org and today the software has more
than 2000 users all around the world.
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4. Protein structure and dynamics

T'he three-dimensional structure of proteins is strongly influenced by en-
vironmental conditions such as pH, temperature, pressure and the con-
centration of other chemical substances. Physical and chemical proper-
ties, like charge distributions, hydrogen-bonding capacity and chemical
reactivity, can be altered due to by small variations in the molecular
environment, with changes in the three-dimensional structure as a con-
sequence. Since the gas phase is considerably different from the solution
environment in a living cell, the use of gas phase methods must have
effects on the protein structure. It is difficult to determine exactly what
these effects are because there are no gas phase methods that give direct
structural information. Research in the area has, however, improved the
general understanding of protein structures in the gas phase and there
are indicators that at least aspects of native structures of proteins are
retained in the gas phase [60].

4.1 Electrostatic and hydrophobic
interactions

Protein structures in solution are stabilized by electrostatic interactions
and the hydrophobic effect. Electrostatic interactions refer to a range
of interactions between charges and dipoles, including salt bridges and
hydrogen bonds. The electrostatic interactions can be either attractive
or repulsive, and the atomic groups participating in electrostatic inter-
actions are usually referred to as hydrophilic because they can interact
strongly with water as well. In solution, the hydrophilic groups often
prefer to be on the outside of the protein, where they can interact with
the surrounding water molecules by making hydrogen bonds. The hy-
drophobic effect refers to the non-polarity of certain atoms or groups
of atoms. When exposed to water, these groups tend to behave like oil
droplets - they cluster together. The hydrophobic effect can also be con-
sidered a consequence of the inability of these atomic groups to compete
with the much stronger electrostatic interactions. Therefore, in solution,
hydrophobic groups are more frequently found in the inner parts of a
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protein, called the core, well hidden from the surrounding water. A third
group is the Van der Waals interactions, which are present in all atomic
systems. These interactions are neither electrostatic nor hydrophobic
but are of non-polar nature.

4.2 Structure and charge in the gas phase

In the gas phase, the effect of the electrostatic and the hydrophobic
interactions are reversed: the intramolecular hydrophobic interactions
become unimportant, and instead, the relative strength of the
electrostatics is increased. The spontaneous assumption would therefore
be that, in the gas phase, where the structurally important water is
depleted, the stability of the protein structure must be lost and the
protein would unfold into something that is significantly different
from the native conformation observed in solution [62]. There is even
a study stressing that these structural changes should be so drastic
that the protein takes on an “inside-out” conformation, with very
little resemblance to the native solution conformation [73]. However,
according to more recent research [60] and based on the results
presented in paper III - VI, the “inside-out” hypothesis must be
considered unlikely.

During gas phase experiments, like electrospray ionization and mass
spectrometry, proteins are transferred from solution into vacuum, a
process that will cause evaporation of the surrounding water. Upon
evaporation, the proteins adjust their conformations to minimize the
internal energy. Side-chains that previously were bonded to surrounding
water molecules have to find new sites to interact with and thus a
number of new intramolecular hydrogen bonds will be created. This
doesn’t necessarily mean that the entire conformation has to change.
Paper IV presents a simulation study of the evaporation process
taking place in an electrospray. Five proteins (Trp-cage, insulin, the
C-terminal fragment of the ribosomal protein L7/L12 called ctf,
ubiquitin and lysozyme) have been simulated, first in bulk water, where
they were allowed to equilibrate, and later in vacuum. In the vacuum
simulations the proteins were either completely naked, i.e. all water
has been depleted, or covered by a water layer of 3 or 6 A, including
any occurrence of structural waters. The native solution phase charges
were used on the proteins covered by a water layer whereas the naked
proteins were given charges in accordance with published experimental
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data on proteins in vacuum [5, 1, 46, 50, 44]. For each protein and
water layer (0, 3 and 6 A), three separate simulations were prepared
to obtain some statistics, and the simulations were run for 10 ns at
300 K using classical MD at constant total energy. Analyses were
done from the last ns of the simulations, where between 10 and 20
% of the initial water layer had evaporated, causing a temperature
decrease of approximately 50 K. It is found that the increase in the
number of intramolecular hydrogen bonds, going from a fully solvated
protein to the naked, is prominent, 30-50 %. Interestingly, this doesn’t
have any pronounced effect on the overall size of the protein - only
a slight decrease in radius of gyration and total surface area can be
observed. However, as the surrounding water layer evaporates, more
and more hydrophobic parts are found to be exposed on the surface of
the protein. So, does this mean that the “inside-out hypothesis” still
holds? The answer is no. Analysis of the secondary structure contents
reveals that the conformational changes observed in the simulations
where the protein is initially covered by a water layer of 3 A, are
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Figure 4.1: Secondary structure content of the five proteins Trp-cage, insulin, ctf,
ubiquitin and lysozyme as a function of time, when run in bulk water, with a water
layer of 6 A, 3 A and with no water at all (0 A).
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similar to the normal fluctuations observed in bulk water (Figure 4.1),
hence, a very thin layer, with approximately the size of two water
molecules, is enough to emulate a bulk water environment. Also, when
all water is gone, as in the 0 A simulations, the secondary structure
is largely intact but dislocated, and B-sheets are somewhat better
preserved than a-helices (Figure 4.1). The internal consistency between
dehydrated structures (Figure 4.2) obtained from different simulations,
suggests a collapse of the solution structure into something that can
be defined as a gas phase structure, or an ensemble of structures,
during the final step of evaporation. This “dry” ensemble is thereafter
restricted to very limited dynamics. A deeper analysis of the hydrogen
bonding patterns shows that, depending on the size of the protein,
between 30 and 50 % of the intramolecular hydrogen bonds present
in the fully solvated conformation can also be found in this ensemble
of vacuum structures. This suggests that the structural changes
caused by the evaporation are limited as long as the protein is in
its native conformation when transferred from the solution into vacuum.

The results presented in paper IV are strengthened by results
published earlier in paper III. Here the quantitative relationship
between structural features of the model protein Trp-cage in gas and
solution is investigated. In contrast to paper IV, this study is based
on a number of different methods: circular dichronism (CD) and
charge state distribution (CSD) measurements in electrospray are used
to track the solution phase properties, while gas phase features are
revealed by tandem mass spectrometry (MS/MS), CSD and molecular
dynamics simulations. As in paper II (section 2.1.1), a number of
stereoisomers constructed from a single L to D mutation of each of the
first seven N-terminal residues were used for the study, and the native
all-L. conformer was included as a reference structure. Both CD and
CSD data suggest a compact structure with a high o-helical content
for the D-Asn' isomer in solution, which is exactly what is observed
from the simulated structure in the gas phase. Also the D-Leu’ isomer
is found to have high content of 3jp-helix and very little @-helix,
both in the simulated gas phase structures and in the CD data of the
solution conformer. The simulated gas phase structures differ from the
native conformation with an RMSD of 3-4 A, and they all posses an
almost twofold increase in intramolecular hydrogen bonds compared
to solution structures - results that are in very good agreement with
the calculations presented in paper IV. Hence, this study confirms
that conformational features can be similar in the gas phase and in
solution and that effects as subtle as that of a single D-amino acid
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Figure 4.2: Snapshots taken from every second nanosecond of the three 0 A simula-
tions (gray) superimposed on the PDB structure (red): A) Trp-cage, B) insulin, C) ctf,
D) ubiquitin and E) lysozyme.

substitution can be detected in both phases. Despite its small size
and the difference in structure in the gas phase, as indicated by the
calculated RMSD, most of the structural features of the solution phase
conformation of the Trp-cage protein can be observed in vacuum as well.

Proteins in different environments (gas vs. solution) are usually charged
differently. For instance, the Trp-cage, is a zwitterion with net charge
14 spread over five charge groups in solution, while in ESI, a mixture
of 24+ and 3+ non-zwitterionic structures is observed, with one of the
charges relocated from Lys® to Gln? [1]. However, it is possible to pro-
duce zwitterions with a net charge of 1+ in the gas phase as well, by
optimizing the source condition in the ESI [35]. These zwitterions can
in principle have a few possible charge configurations, but molecular dy-
namics simulations indicate strongly that the most stable ion, in terms
of free energy, has the same charge locations as in solution. This re-
sult, which is presented in paper VI, opens up a unique opportunity
to compare structures from two phases with no prior need to take dif-
ferences in charges into consideration. Interestingly, the gas phase ion
and the native solution phase structure (i.e. the NMR structure) are
very similar (Figure 4.3), with an average violation from the experimen-
tally determined intramolecular distances of 0.14 A only. Nevertheless,
the gas phase ion has twice as many intramolecular hydrogen bonds as
the NMR structure, just as is found in paper III and IV, and four
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A. B. C. D.

Figure 4.3: Comparison of the solution (NMR) structure (A. and C.) and the most sta-
ble 1+ zwitterion in the gas phase (B. and D.), shown from two directions. Backbone
atoms are colored blue and side chains cyan. Tyr3 is colored in yellow. The distances
between the side chains making up the salt bridge are shown as dark blue dotted lines.

of them are identical to hydrogen bonds observed in solution, i.e. 50 %
of the native hydrogen bonds are present also in vacuum. The major-
ity of the violated distances corresponds to atoms belonging to residues
making up the hydrophobic core in solution, indicating that they are no
longer restrained to the inner part of the protein as they are in solution.
The salt-bridge making up the zwitterionic structure is found to be sig-
nificantly stronger in the gas phase, with much shorter donor-acceptor
distances between the three charged residues than in solution. Interest-
ingly, this strong salt-bridge is not believed to be the major contribution
to the stability of the structure of the 24 ion in the gas phase. Laser
induced fluorescence measurements in combination with molecular dy-
namics calculations (paper V) of a mutated Trp-cage, in which the
salt-bridge has been purposely broken, indicate no change in stability in
the gas phase compared to the native structure. On the other hand, a
50 % decrease in fluorescense is observed in solution, which indicates a
significant disruption of the solution structure.

4.3 Structural waters and protein structure

The importance of structural (crystal) waters for protecting protein
structures in the gas phase has also been investigated. Hydrogen
bond analyses of the simulations in paper IV show that 25-50 %
of the water molecules bound in the PDB structure is also bound to
the protein after equilibration in bulk water and 10 ns in vacuum.
Although it cannot be expected that the same water molecule will be
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bound in the same position forever, this indicates that the structural
waters are little affected by the evaporation, at least as long as there
are other waters left in the surrounding water layer. New simulations
have been performed where structures of ubiquitin and lysozyme have
been extracted from the bulk water simulation used in paper IV,
together with only those equilibrated water molecules which are bound
at the same position as the waters in the crystal (PDB) structure.
From these protein-crystal water complexes, two sets of simulations
have been prepared, one with native solution charges and one with
vacuum charges. Preliminary results show varying degrees of structure
protection depending on which charges were used - some simulations
give RMSD values and secondary structure contents similar to the 3 A
simulations whereas others are comparable to the naked proteins in
the 0 A simulations. Further analysis of these simulations is necessary
before we can make conclusive statements about the importance of
these particular binding sites for protein structure. It is, however,
tempting to speculate about the absolute minimum number of waters
necessary to protect the structure from unfolding. The simulations
with just structural waters seem to indicate that less than 3 A worth of
water layer might still offer considerable protection.

4.4 Folding, unfolding and conformational
space

The folding process of a protein in solution, going from the extended
polypeptide chain to the native fold, is believed to be guided to a large
extent by the hydrophobic effect [7, 45]. In the gas phase, where the
driving force of hydrophobic interactions is absent, other factors are
more important. In paper I, a number of folding simulations of the
decapeptide chignolin are presented. The simulations are performed
both in vacuum and in solution, and two different simulation techniques
are used - classical molecular dynamics and REMD (section 3.2). It is
found that, despite the use of elevated temperatures and simulations
that are twice as long as in solution, the peptide never succeeds to
reach the native configuration in vacuum. In the solution simulations,
in contrast, the peptide undergoes several folding and unfolding events.
Structure analysis of the trajectories reveals that in vacuum, the
peptide collapses to a certain conformation very rapidly, within a few
hundred picoseconds. This conformation, which differs from the native
solution phase structure (NMR) by 4.6 A RMSD, is then maintained
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throughout the ws simulation. This finding is in good agreement with
the observation of structurally consistent ensembles in the electrospray
simulations presented in paper IV, and strengthens the hypothesis
that such ensembles result from fast conformational changes during the
last step of evaporation.

In order to quantify the conformational space sampled by the decapep-
tide in vacuum and in solution, three dimensional free energy landscapes
were constructed (Figure 4.4). The three variables selected were the
head-to-tail distance, which measures the degree of compactness of the
fold, the distance between the C? atoms of Tyr? and Trp®, which is
indicative of hydrophobic contacts, and the number of main chain hy-
drogen bonds. It is obvious that the vacuum landscape at 296 K is only a
subset of the landscape in solution. In vacuum, the peptide visits almost
no extended conformations, and the global minimum is located in a po-
sition different from that in solution. The head-to-tail distance is larger
in vacuum but the Tyr-Trp interaction is almost the same. The observed
initial collapse of the structure in vacuum is found to be guided by back-
bone hydrogen bond formation rather than side-chain contacts, which
supports the notion that hydrophobicity is unimportant in vacuum.
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Figure 4.4: Three-dimensional Gibbs free energy landscapes as a function of two
intramolecular distances and the number of main-chain hydrogen bonds, at 296 K in
a) solution and b) vacuum.
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5. Conclusions and future perspective

Development of conventional structural and spectroscopic methods,
like X-ray crystallography and NMR spectroscopy, has laid the
foundation for understanding protein structure, function and dynamics
in crystals and in solution. It is uncertain whether this knowledge
can be translated directly to estimate the gas phase structures of
macromolecules. It is also unknown what structural rearrangements to
expect when moving from a solution to the gas phase, and on what
time scale these changes might take place. One theory is that proteins
in the gas phase take on an “inside-out” conformation, with very little
resemblance to the native solution conformation [73]. More recent
research indicate, however, that gas phase structures are “similar but
not identical” to proteins in solution [60]. The aim of this thesis has
been to investigate the effects of dehydration on protein structures as
they are moved from the native aqueous environment into vacuum, and
to find out what are the major differences and similarities between
protein structures and dynamics in solution and in the gas phase. I
have used computer simulations (molecular dynamics) and my results
have been validated by extensive comparison to experiments performed
by collaborators.

Based on paper III - VI, included in this thesis, it can be
concluded that gas phase structures differ from solution structures
in some respects, mainly because of the absence of the hydrophobic
effect in vacuum and the increased importance of -electrostatic
interactions compared to in solution. In the gas-phase, the number of
intramolecular hydrogen bonds increases, salt-bridges become stronger,
and hydrophobic parts are more frequently exposed on the surface
of the proteins. Nevertheless, much of the significant features are
preserved, including specific, structurally important, hydrogen bonds
and secondary structure elements.

Our simulations show that structural changes take place over ns-us
during transition from solution to the gas phase. Free energy landscapes
(paper I) and the simulated electrospray process (paper IV) indicate
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a collapse of the solution phase structure into a single, or closely
related ensemble, of vacuum structures. If the protein is in its native
conformation in the solution, just before it is transferred into the
gas phase (paper IV), then the resulting gas phase structure has
high structural similarity to the native solution structure - most
of the secondary structure is intact and a significant fraction of
the native hydrogen bonding network is preserved. On the other
hand, proteins do not refold in vacuo: if the protein is denatured
when brought into vacuum (paper I), the resulting, compact, gas
phase structure is different from both the native structure in solu-
tion, and the structure obtained from the native protein in the gas phase.

Results presented in paper IV suggest that a proteins native structure
can be protected in vacuo by preserving a very thin water layer around
the molecule. The layer need not be thicker than approximately two
water molecules, including structural waters. This is of particular
interest for single particle imaging experiments using an XFEL, where
tuning the electrospray conditions could be used to preserve a certain
amount of water around the sample.

It may also be possible to regain the “true” native structure from
gas phase structures by performing a computational re-solvation
procedure [40], where the gas phase structure is allowed to relax in a
simulated bulk water environment. Simulations of this kind are running
at this very moment.

The importance of structural (crystal) waters for protection of protein
structures in the gas phase has also been investigated, and we have
found (paper IV) that 20-50 % of the water molecules bound in the
PDB structure is also bound to the protein after 10 ns of evaporation
in vacuum. Whether the structural waters alone are enough to preserve
the native structure in the gas phase is, however, still speculative - the
preliminary results obtained so far require further analysis before any
conclusions can be drawn.

Paper IT suggests that the N-Cy bond cleavage obtained from electron
capture dissociation (ECD) of peptides and proteins, may be guided
by the presence of neutral hydrogen bonding to the corresponding
carbonyl. A new mechanism is therefore proposed, where the electron
is captured on a neutral hydrogen bond between a backbone carbonyl
and any other part of the protein. Subsequent hydrogen atom transfer
to the carbonyl gives a labile aminoketyl which fragments through
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N-Cq bond cleavage [80]. The most loosely bound ionization proton
will then neutralize the backbone nitrogen via intra-molecular proton
transfer [36].

The finding that native charge locations are, to some extent, preserved
in the gas phase (paper VI), supports continued use of mass spectro-
metric methods to investigate possible charge locations also in solution.
Conformational changes and non-covalent interactions in the gas phase
can be analysed using either mass spectrometry or fluorescence probe
spectroscopy, and we find that structural changes due to point muta-
tions can be observed both in solution and in vacuum (paper III and
V). A requirement for using gas phase methods to draw conclusions
about structure and dynamics in solution, is, however, that we under-
stand what structural features are changed in the gas phase, and how to
translate these changes into meaningful information about structures in
solution. The studies that I have presented in this thesis provide a link
between these processes and give ideas about further investigations and
analyses.
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6. Sammanfattning pa svenska

Proteiner spelar en viktig roll i nést intill alla biologiska processer
och &r darfor pa manga sitt avgorande for var overlevnad och vart
valmaende. For att ett protein ska vara verksamt kravs det att det har
en tredimensionell rymdstruktur som ar korrekt. Denna rymdstruktur,
som bestams utifran proteinets aminosyrasekvens, vilken i sin tur kodas
av gener i vart DNA, ar unik for varje enskild typ av protein och helt
avgorande for dess funktionella formaga. Man vet idag att ett flertal
sjukdomar, sa& som Alzheimer och Creutzfeldt-Jacobs sjukdom, orsakas
av att proteiner aggregerat till foljd av att de fatt en felaktig struktur.
Man vet ocksa att mutationer i ett enda viktigt protein, kallat p53,
ar den huvudsakliga orsaken till ett flertal cancertyper. Darfér ar
manga av de lakemedel som vi anvander tillverkade for att interagera
med val utvalda proteiner i var kropp, for att pa sa satt antingen
forhindra eller paskynda vissa forutbestdmda processer. For att kunna
skraddarsy lakemedel kravs det emellertid kunskap om strukturen hos
det protein med vilket lakemedlet ar ténkt att interagera. Darfér ar
utvecklingen av metoder for strukturbestdmning av proteiner viktig for
framtagandet av nya likemedel.

Hittills har man genererat néstan 50 000 proteinstrukturer med hjalp
av metoder som rontgenkristallografi och NMR (nuclear magnetic
resonance). Dock finns det en stor grupp proteiner som inte gar
att strukturbestdmma med dessa tekniker. Till denna grupp hor
membranproteiner, glykoproteiner och diverse flexibla proteinkomplex.
Behovet av nya, alternativa, siatt att generera information om proteiners
struktur och dynamik ar darfor stort.

En samling tekniker som under senare ar visat sig mycket anvindbara
for studier av molekyldra interaktioner &r masspektrometri.
Teknikerna har inte kapacitet att generera strukturer pa det sétt
som rontgenkristallografi och NMR kan, men ger information om
massa och laddning hos molekyler i vakuum. Genom att kombinera
flera olika varianter av tekniken kan man dessutom fa fram den
priméra aminosyrasekvensen hos okénda proteiner. Anvéndandet av
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masspektrometri bygger pa att man kan skapa joniserade, laddade,
produkter av de molekyler man vill analysera. En véalbeprovad metod
for detta dndamal ar elektrospraytekniken. Eftersom den anses vara
forhallandevis skonsam och tycks bevara dven svaga interaktioner inom
molekyler, sa har den blivit extra populédr fér analys av proteiner - sa
populdr att den till och med &r ténkt att anvéndas for jonicering och
injicering av molekyler vid framtida strukturbestdmning med hjalp av
frielektronlasrar.

Anvandandet av gasfasmetoder som elektrospray och masspektrometri
ar stadigt utsatt for fragor huruvida de resultat som erhalls verkligen ar
applicerbara pa proteiner i deras naturliga miljo, det vill sdga i 16sning.
Det ar osdkert exakt vilken inverkan elektrosprayprocessen, och da
i synnerhet den avdunstning av omkringliggande vatten som sker i
fasovergangen fran l6sning till vakuum, har pa proteiners struktur, och
det kvarstar en hel del obesvarade fragor kring hur proteiner faktiskt
ser ut i gasfas. Lite olika teorier forekommer, nagra mer osannolika
dn andra, men enligt den senaste tidens forskning sa verkar det mest
troligt att proteiner i gas-fas ar “lika men inte identiska” med proteiner
i 10sning.

Syftet med denna avhandling har i huvudsak varit att underscka
hur proteiners struktur paverkas av den forflyttning fran sin nativa
miljo i 16sning till vakuum, som sker i en elektrospray och dven inom
masspektrometrin. Mina studier bygger helt och hallet pa datasimu-
leringar men mina resultat har validerats och jamfoérts med omfattande
experiment, genomforda av olika samarbetspartners. Baserat pa de
resultat som finns presenterade i artikel III - VI, sa &r slutsatsen
att proteiners struktur i gas-fas skiljer sig fran den nativa strukturen
i 16sning, och att det beror av de fordndringar i véxelverkan mellan
elektrostatiska och hydrofoba interaktioner som sker vid en &vergang
till gas-fas. Antalet intramolekylédra vatebindningar okar, saltbryggor
blir starkare och mer och mer hydrofoba delar exponeras pa ytan av
proteinet. Trots detta sa ar en storre del av den nativa strukturella
informationen val bevarad - sekundarstrukturer och strukturellt
viktiga véitebindningar aterfinns dven i gasfas. I vissa fall (artikel VI)
har vi till och med sett att nativa laddningar finns bevarade, vilket
starker fortsatt anvidndande av masspektrometri i syfte att lara oss
om laddningsfordelningar och icke-kovalenta interaktioner dven i 16sning.

Vid en fas6vergang fran véatska till gas, sa tycks strukturella
foréndringar ske snabbt (ns-us). Nativa proteiner som fors in i gasfas
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resulterar i gasfasstrukturer som ar mycket lika den nativa strukturen
(artikel IV). Denaturerade proteiner déremot, veckar ihop sig till
kompakta strukturer som skiljer sig markant bade fran den nativa
konformationen i 16sning och den gasfasstruktur som fas fran den nativa
strukturen (artikel I). Resultat (artikel IV) antyder dock att det bor
kunna ga att skydda den nativa vatskestrukturen hos ett protein dven i
gasfas genom att bevara en mycket liten méngd vatten runt proteinet
- ett vattenlager av mindre dn tva molekylers tjocklek tycks vara
tillrdckligt for att bevara proteinet i dess nativa konformation. Detta
ar intressant, inte minst for framtida forsck till strukturbestdmning
med frielektronlaser - genom att justera elektrosprayprocessen sa att
en viss mangd vatten bevaras runt proteinet inne i vakuumkammaren
s& bor man kunna 6ka sannolikheten for avbildning av nativa strukturer.

Vi hyser dven forhoppning om att kunna anvénda strukturdata fran
gasfasstrukturer till att aterskapa ett proteins nativa struktur, sa
som det ser ut i dess naturliga miljé i 16sning: genom en simulerad
atersolvatiseringsprocedur, déir gasfasstrukturen far rora sig fritt i
en lada fylld med vatten, sa bor proteinet kunna aterbilda resten
av de vatebindningar och sekundarstrukturer som det har i sitt
nativa tillstand och pa sa vis hitta tillbaka till sin korrekta struktur.
Simuleringar av detta slag pagar redan for fullt.

En forutsattning for att vi ska kunna utnyttja gasfastekniker till att cka
vart kunnande om proteiner dven i deras naturliga miljo, ar att vi 1ar oss
forsta hur strukturella och dynamiska egenskaper fordndras i vakuum.
Min férhoppning ar att de studier som ligger till grund for denna avhan-
dling ska kunna bidra till 6kad forstaelse for proteiners struktur och
dynamik i vakuum, samt ge ideer om nya, fortsatta, studier.
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