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Perception and Attention

Early knowledge based systems did not incorporate
high-bandwidth I/O due to performance limitations of
computers of that era. Today, intelligent agents and
robots running on much more powerful computers can
incorporate vision, sound, network, sonar and other
modes of input. These additional inputs provide much
more information about the environment, but bring ad-
ditional problems related to control of perception.

Perceptual input streams (called modes in the psy-
chology literature) can have greatly varying bandwidth.
In people, the sense of touch has a low bandwidth, while
the sense of vision has a very high bandwidth. The hu-
man brain can not completely process all of the informa-
tion from one high bandwidth mode, much less simul-
taneously process all the information available from all
modes. To control the amount of perceptual input pro-
cessed, humans use selective attention (Treisman 1993).

Computer vision is a difficult problem which, if
solved, could provide robots with a large amount of
useful information. However, visual input can not be
processed efficiently without using a top-down atten-
tion mechanism (Tsotsos 1987). Several computational
models of visual selective attention have been developed
(e.g. (Reece 1992)). 1

Generalizing Selective Attention

Given the trends in computer hardware and robot tech-
nology, attention mechanisms are going to become even
more important than they are now. Unfortunately, vi-
sual attention models can not be directly applied to
other input modes. For example, (Ahmad 1991) uti-
lizes a network containing three nodes for each of the
pixels in a 256 by 256 visual array. This network would
be useless for acoustic or textual input.

The goal of my thesis is to develop a generalized se-
lective attention mechanism that handles all modes of
input and ranges of bandwidths. Since it is doubtful
that single attention mechanism can efficiently handle
all types of input, the structure of the generalized mech-
anism is that of a programmable router. Attention con-
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trol is routed from the cognitive component to relevant
attention modules, each of which is specific to a mode.
In return, data is routed from the attention modules to
the cognitive component. All of the modules conform
to a standard interface. The challenge is to make the
interface general, yet transparent enough so that infor-
mation is not lost as the data moves from its source to
the cognitive component, and as attention commands
move in the opposite direction.

Attention commands are routed to any applicable
input mode. For example, a goal of finding a wall
would send attention commands to the visual and sonar
modes, while a goal of finding people would be routed
to visual and acoustic modes. The relative priority of
input modes would be governed by intermodal attention
control.

Applying Multimodal Attention
We are applying multimodal, multilevel selective at-
tention in an autonomous wheelchair The wheelchair
contains infrared, sonar, visual and user interface sen-
sors, each of which has a different bandwidth and data
type. Since the primary goal of the project is assis-
tance in navigation and movement, the sensor inputs
are extremely important. We will use the generalized
attention mechanism to control perception.
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