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This paper investigates a little-understood question in political science: to what extent 
do political institutions influence policy evaluation?  
 
A large literature has flourished in recent years to analyse how institutions affect 
each stage of the policy cycle, which commonly includes agenda setting, policy 
formulation, implementation, and evaluation. Thanks to these contributions, we have 
learned much about the reasons and the ways in which institutions produce sub-
optimal policies or ‘policy bias’ by favouring one group or issue to the detriment of 
others [1], [2]. For instance, agenda-setting theories have shown how these 
institutions compete for turning private issues into public policy. Other theories have 
emphasised the key role played by these different institutions in the formulation of 
policy. We have also learned much about how institutions can affect the 
implementation of reforms.  
 
Comparatively, our knowledge of what influences the way policy evaluations are 
conducted appears limited. The authors of The Oxford Handbook of Political 
Institutions barely address the issue. Other textbooks are equally succinct [4]–[6]. 
Yet, policy evaluations raise important questions, mainly because they tend to be 
conducted or commissioned by the very organisations that designed and 
implemented the intervention in the first place. The assumption of independence, 
which underpins scientific research, is often violated. 
 
Political institutions typically include formal democratic bodies (parliaments, 
governments, bureaucracies, political parties, presidents, etc.), however, institutional 
theories have also scrutinised the role groups and organisations without a 
constitutional mandate but nevertheless influential (interest groups, media, pollsters). 
The institutions I will be referring to in this paper are essentially government 
departments and agencies.  
 
I define policy evaluation as “the ex post assessment of the strengths and 
weaknesses of public programs and projects” [7]. The emphasis on ex post means 
that this paper does not address the literature on ex ante analysis, where methods to 
evaluate policy alternatives are used as decision-making aids [7]–[9]. Policy 
evaluation is akin to research and development (R&D) in the social sphere; with the 
difference that policy research is non-proprietary and can be conducted and 
replicated outside of government. Both policy evaluation and R&D differ from basic 
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research, which is experimental or theoretical work undertaken primarily to acquire 
new knowledge of the underlying foundation of phenomena and observable facts, 
without any particular application or use in view (OECD Glossary of Statistical 
Terms).  
 
It should be said right away that political institutions influence research in two 
capacities. First, as regulators of scientific activities: throughout the 20th century, 
political institutions have increasingly influenced research notably through public 
funding, the sanctioning of research misconduct and the definition of the research 
agenda. Second, institutions influence research as clients of scientific organisations. 
This paper focuses on this second aspect only.   
 
The goal of this paper is to lay the foundations for an empirical research agenda 
assessing the effect of political institutions on policy evaluation. Three specific 
objectives have been assigned to it. First, this paper reviews the theoretical and 
empirical literature on the interaction between science and institutions – the last 
review dating back from 1998 [10]. This review will in turn help me identify the type of 
issues that would make a significant contribution to this scholarship. The second 
objective of this paper is to come up with a ‘better’ theory. The third objective is to 
operationalise the research question.   
 
The rest of this paper is structured as follows. The first section synthesises what we 
know about the effect of political institutions on research and identifies gaps in the 
literature. The second section offers an alternative approach to this scholarship 
based on the idea of ‘confirmation bias’ and briefly introduces this idea. The third 
section operationalises this approach. The fourth and fifth sections consider different 
independent and dependent variables respectively. The sixth section discusses the 
specificities of social research compared with other types of applied research such as 
clinical trials. The final section concludes.     
 
 
State of the literature    
 
The literature on the effect of political institutions on policy research spans several 
disciplines, including philosophy, research methods, political science, sociology and 
diverse ‘professional’ literatures including education and nursing. A systematic review 
of the literature would be a difficult exercise. Rather, the following section reviews the 
literature in a narrative fashion, focusing on what I considered to be the most 
significant contributions and highlighting points of consensus and disagreement.     
 
Research without institutions  
 
Assessing the effect of political institutions on policy research requires a thought 
experiment, namely the identification of the principles guiding research in a state of 
nature, or more realistically, in a context where scientists would work with minimum 
constraints. Other things remaining equal, any deviation from these principles 
occurring in an institutional context can be attributed to these very institutions.   
 
The history and philosophy of science argue that these principles have been defined 
in two phases. Until the Enlightenment, science was primarily defined by its purpose, 
namely the advancement of knowledge. As such, it was virtually undistinguishable 
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from philosophy. In a state of nature, research would be conducted by free 
individuals pursuing neither private gain nor political ideology, but simply the truth 
[11]. The advent of the ‘scientific revolution’ – between the Renaissance and the 18th 
century – has led to a redefinition of science based on its methods. The Oxford 
English Dictionary defines the scientific method as “a method or procedure that has 
characterized natural science since the 17th century, consisting in systematic 
observation, measurement, and experiment, and the formulation, testing, and 
modification of hypotheses”1. The emphasis here is on the procedure: what makes a 
claim scientific is not its substance but the way the information was gathered, 
analysed and interpreted. Thus, theoretically, disagreements among scientists are 
not concerned with the relevance of the findings but with the credibility of the 
research process and the assumptions underpinning it [11].   
 
In addition to these ‘technical prescriptions’, science is based on a number of ‘moral 
prescriptions’, which are equally binding, not because they are procedurally efficient, 
but because they are believed right and good [12]. These moral norms all relate to 
scientists’ attitudes and behaviours in relation to each other and their research [13]. 
According to Merton, these norms include:  
– Communality (“communism” in the original text), i.e. the common ownership of 

scientific results and methods and the consequent imperative to share both freely.  
– Universalism specifies that scientific work and findings should be evaluated on 

the basis of “pre-established impersonal criteria: consonance with observation 
and with previously confirmed knowledge”, and not on the personal, social or 
cultural attributes of the scientists involved.  

– The principle of organised scepticism refers to the “detached scrutiny of beliefs in 
terms of empirical and logical criteria”. This principle has implications for both 
producers and consumers of scientific findings: the former need to present their 
findings and methods transparently so that their value can be assessed, and the 
latter need to suspend judgement until they have examined findings and methods 
according to accepted standards and criteria.  

– Finally, disinterestedness demands that scientists’ work remain uncorrupted by 
self-interested motivations. It precludes the pursuit of science for the sake of 
riches, though Merton recognised the powerful influence of competition for 
scientific priority. 

 
Thus, the assumption in much of the literature is that, in a state of nature, or in a 
state of minimum constraints, science would be independent and pursued for the 
sole purpose of human enlightenment. It would also scrupulously apply the scientific 
method and follow the moral norms of science.  
 
 
Political institutions as ‘consumers’ of scientific advice   
 
The fundamental difference between research undertaken in a state of nature and 
research undertaken in an institutional or professional context is that, in the latter 
situation, scientists are employed (or commissioned or compensated) and that their 
research is actually utilised.   
																																																								
1 (Oxford English Dictionary, definition for ‘scientific’) 
2 Phase 1: Screening for safety; Phase 2: testing the efficacy of the drug, usually against a placebo; 
Phase 3: confirmatory study; Phase 4: post-marketing studies delineating additional information on the 
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The literature on ‘research utilisation’ has shed light on the three properties that 
make evidence a highly sought after resource [14]–[17]. The conceptual property of 
research is the closest to the purpose of science in a state of nature. It emphasises 
its capacity to enlighten individuals and organisations by articulating concepts and 
changing their understanding of natural and social phenomena. The instrumental 
property of research makes it capable of assisting decision-making by bringing 
answers to clearly predefined problems. Lastly, the symbolic property of research 
involves using research results and processes to legitimate and sustain pre-
determined positions. This typology is now widely accepted in the literature and has 
been applied to many different policy areas including drug policy [18], urban health 
[19] and education [20]. 
 
Which form of utilization is most prevalent is difficult to establish given the lack of 
commonly agreed indicators as well as the normative aspect of the question which 
might bias survey responses. Though very limited, the evidence would suggest that 
the conceptual use of research is more prevalent in the day-to-day professional 
activity of professionals and managers in government agencies than symbolic 
utilization, which, in turn, is more important than instrumental utilization [21]. 
Importantly, research shows that the three types of research utilization are not 
mutually exclusive and are in fact frequently combined [21].  
 
The type of research utilization (or the type of combination) depends on a number of 
factors. One of them is the policy area. For example, Carpenter has shown that 
bureaucratic agencies of state were more involved in the provision and regulation of 
health policy than in other policy areas [22]. The type of research utilisation depends 
also on the reputation that a given agency wants to enhance. Indeed, agency 
reputation shapes administrative decisions [23]–[25]. The literature has also 
convincingly shown that policy-makers are more likely to make an instrumental use of 
scientific advice when there is a consensus among experts on a causal theory [26]–
[28].  
 
Lastly, the literature has shed light on the aspects of research that can be used [10]. 
The findings are at the core of the instrumental type. In the conceptual type, 
utilization extends to the general ideas and generalizations from evaluation, even if 
they do not serve a specific and immediate purpose. In addition to the above, a 
policymaker using research symbolically can also take advantage of other parts of 
the research process. The sheer fact that an evaluation is being conducted can be 
used to demonstrate policy-makers’ rationality and sound management [29]. 
Likewise, the definition of the scope of the research can be an indicator of symbolic 
use of evidence. Excluding inconvenient questions, areas or stakeholders from a 
study can help producing ‘congenial’ results. There is some evidence that 
governments can ‘play it safe’ when they commission an evaluation [30]. Similarly, 
the design of the study and the choice of measures can also be the subject of 
political struggles among different agencies [10], [31].  
 
 
Research as a “shadow institution” 
 
The public policy literature argues that research primarily benefits elected policy-
makers (e.g. ministers). Thus, these policy-makers will seek to influence the course 
of research. This literature makes extensive references to ‘politicians’, ‘political 
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actors’ and ‘interest groups’. According to this scholarship, political actors tend to 
frame evidence in a way that supports their agenda. This is evident is statements 
such as “evaluation is the continuation of politics by other means” [7].   
 
Public policy scholars argue that democratic institutions provide incentives to 
successfully pass reforms. When the enactment of legislation or the implementation 
of a decision looks difficult, the authority of the government gets undermined, which 
in turn jeopardizes future reforms. The moral authority of science can, on occasions, 
facilitate reforms. Some have mentioned that in the US, pilot evaluations were used 
as “shadow institutions” used to legitimate contentious reforms [32], [33]. Thus, many 
have empirically sought associations between the degree of salience of an issue and 
the way research will be used to support policy. Some have argued that “on the small 
issues, evidence sometimes counts”; however, when it comes to the big issues, 
“politics is the order of the day” [34]. Heavily politicised policy areas are characterised 
by more ad-hoc or muddled-through policy-making [35]. In such instances, there is 
intense media scrutiny of decision-making and prolonged conflict between competing 
interest groups and a permeating sense of crisis. Typical example would be drugs, 
where evidence is used symbolically [36] and schools [37], [38].  
 
Others have shown that political institutions reward politicians not so much for what 
they have achieved but rather for ‘winning the argument’. A less demanding version 
of this theory suggests that policy-makers are driven less by the desire to get credit 
for what they have done than by the desire to avoid blame [39], [40]. The ominous 
label of ‘failure’ or ‘fiasco’ that hovers over policies that failed to deliver entails a 
political statement [7]. Thus ‘cherry-picked’ information can be used as ‘political 
ammunition’ in the political debate.   
 
Regardless of the initial motivation, political institutions will occasionally lead 
politicians to use research symbolically, or to ‘frame’ it in a way that suits their aims. 
“They will produce – or engage others to produce – accounts of policy episodes that 
are, however subtly, framed and timed to convey certain ideas about what happened, 
why and how to judge this, and to obscure or downplay others” [7]. Methodologically, 
these accounts have mainly relied on individual case studies. Some of these case 
studies have considerably improved our understanding of the interaction between 
science and political institutions in areas such as drugs [36], education [37], [38]. 
There have been occasional reports of ministers stepping in the middle of a research 
project and ‘leaning on’ researchers [30]. 
 
 
Research and bureaucracy  
 
Public administration specialists diverge from their public policy colleagues in four 
important ways.  
 
First, they object the idea of a direct interest of elected policy-makers in research. 
According to them, elected policy-makers frame public policy, but do not carry it out. 
Their hypothesis is that the effect of political institutions on research is in fact 
mediated by government agencies and their employees. This is supported by 
numerous accounts of the role of expertise in the development of national agencies 
including the Forest Service, the Department of Agriculture [11] and the FDA [24], 
[25], [41]. In this context, civil servants sometimes invoke ministers to deflect blame. 
Some evaluators reported that opposition to evaluation would typically come from 
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civil servants, even though they might have pretended there was opposition from 
ministers [42].   
 
Second, public administration scholars contend that research is not used with a view 
to secure a reform or for argumentative purposes, but to enhance the power and the 
legitimacy of the agency. As demonstrated by Weber, bureaucracies assert power 
through specialised expertise and control of information, justified by their claim to be 
the only means by which the complexities of modern society can be managed [11], 
[43]. According to Carpenter, the technical-scientific reputation of an agency is one of 
four reputational strategies used by public administrators to face the challenges of 
modern governance [23]. The result has been an ever-expanding application of 
administrative rationalism: seeking, with the guidance of technical expertise, rational 
and efficient solutions to the problems of society [11]. 
 
Third, the public administration literature is more specific when it comes to defining 
the effect of political institutions. At a ‘macro’ level, reputation gives agencies more 
autonomy, in the sense of being able to sway the wishes of elected officials on 
particular matters of policy and to secure deference from these elected officials [25], 
[44], [45]. Political institutions also impact the research process in very specific ways. 
For example, several studies have shown the timing of new drug approval by the 
U.S. Food and Drug Administration was influenced by the type of reputation of the 
agency [41], [46] as well as the relative importance of the drug, measured in terms of 
therapeutic novelty and expected return on investment [47]. Political institutions also 
influence the methodologies used in programme evaluations [31].   
 
The fourth difference of the public administration literature is on methods. Whereas 
interviews, survey and desk reviews dominate the public policy literature, a more 
systematic approach based on administrative data has been used in public 
administration [25], [41], [45], [46], [48]. This is a key difference, given that only a 
systematic approach can reliably assess the long-term effect of political institutions 
on policy research.    
 
 
The norms of science  
 
It would be incomplete to review the literature on the effect of institutions on research 
without mentioning the response of the scientific community to the uses and misuses 
of science. Sociologists of science and sociologists of professions contend that the 
professionalization of science has led to the creation of scientific institutions. These 
institutions include universities, academic journals and professional societies, which 
all play an important role in diffusing and enforcing scientific norms.  
 
The ‘optimistic’ view is that these institutions play a key role in repressing research 
misconduct and questionable research practices [49]. Research is a professional 
activity. As such it is subject to norms, i.e. prescriptions commonly known and used 
by practitioners [50], [51]. These prescriptions refer to which actions are required, 
prohibited or permitted in specific situation. The existence of such norms is a vital 
part being a profession. Their enforcement depends on the provision of incentives, 
which are reflected in the criteria used to appoint, evaluate, and promote individual 
faculty members. Today, the rewards of a successful academic career typically 
include the personal gratification derived from scholarship and discovery, recognition 
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by peers, and academic promotion and tenure, as well as enhanced responsibility 
and outside financial opportunities.  
 
A more pessimistic view is that these institutions defend the vested interests of 
researchers. According to sociology of scientific knowledge, science is neither 
exceptional nor immune from the forces that affect other human activities. Mitroff 
(1974) for example, showed that for each of the Mertonian norms there exists 
counternorms that play equally important roles in the practice of science. Social and 
historic studies demonstrate science to be an enterprise consisting of individuals who 
passionately engage in value-laden activities to demonstrate their correctness and 
depend upon the socio-cultural context from which their work emanates [53]–[55]. 
The practice of science also includes fraudulent activity, sometimes involving even 
mainstream scientists (Sapp, 1990). Eventually, sociologists of science concluded 
that Merton’s case cannot be convincingly made and that his norms might be better 
viewed as an ideology of science [56]. The studies of scientific practice cited above 
corroborate Mulkay’s assertion that the Mertonian norms are an ideology that serves 
the interests of the scientific community in at least three ways. The norms (1) 
enhance the epistemic status of scientific knowledge; (2) increase the political power 
of scientists; and (3) elevate the social status of scientists. Functionally, they work at 
the interface between the scientific community and the general population and 
provide justification for the continued support of science in society. 
 
 
Confirmation bias 
 
Despite the above-mentioned merits, the current theoretical framework available to 
explain the effect of institutions on policy research is too fragmented to allow 
progress. There is scope for a more parsimonious and ‘universal’ theory.    
 
A promising way of bridging the above-mentioned gap can be found in two related 
literatures. The research methods literature has approached the question as an 
example of ‘experimenter’s bias’. The experimenter’s bias – also known as research 
bias – has been defined as “a subjective bias towards a result expected by the 
human experimenter” [57]. The social psychology literature has developed the 
related concept of ‘confirmation bias’ (also called confirmatory bias or ‘myside’ bias) 
which is attributed to English psychologist Peter Wason [58] and describes the 
tendency of people to favour information that confirms prior beliefs or hypotheses, 
regardless of whether the information is true [59]. The following section outlines the 
causes and the consequences of confirmation bias.   
 
 
Causes 
 
Confirmation bias is often described as a result of automatic, unintentional strategies 
rather than deliberate deception [60], [61]. It results from the supposed inability of a 
human being to be objective, and more specifically from (i) the desire to appear 
consistent and/or to fulfil public commitments; and (ii) reciprocation.  
 
A first cause of bias is commitment. A commitment is a public engagement or 
obligation to take a specific course of action. Its normative power is such that 
individuals will often stick to the original deal even though it has changed for the 
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worse. The reason people stick to their commitment is that they want to maintain a 
positive self-image. People strengthen their original commitment by the addition of 
supportive new thoughts and feelings [62]. This is particularly relevant in political 
contexts, where reasoning can be subconsciously biased, favouring conclusions that 
governments have already committed to. A two-decade study of political pundits by 
Tetlock found that, on the whole, their predictions were not much better than chance. 
Tetlock divided experts into ‘foxes’ who maintained multiple hypotheses, and 
‘hedgehogs’ who were more dogmatic. In general, the hedgehogs were much less 
accurate. Tetlock blamed their failure on confirmation bias – specifically, their inability 
to make use of new information that contradicted their existing theories [63]. 
Evidence of confirmation bias has also been found in scientific decisions [61], [64]–
[66]. 
 
Another cause of bias is reciprocity. As a social construct, reciprocity means that in 
response to friendly actions, people are frequently much nicer and much more 
cooperative than predicted by the self-interest model. Conversely, in response to 
hostile actions they are frequently much more nasty and even brutal [67], [68]. 
Reciprocity is so strong that people tend to reciprocate regardless of whether they 
like the person who originally gave the favour and even if they did not want the 
favour, as was demonstrated in Regan’s experiment [69]. Reciprocation can be 
genuine and unconscious [67]. The problem is a growing concern in the medical 
research community, where a vast majority of pharmaceutical companies resort to 
‘friendly actions’. Those include free drug samples, meals, continued medical 
education, financial incentives to participate in clinical trials, honoraria for delivering 
lectures, leisure trips, expensive text books and items of low monetary value such as 
pens and notepads. Reciprocity can extend to any action perceived as a ‘favour’ 
such as a job offer, a promotion, a bonus, professional honours and the sponsorship 
of research projects and scientific meetings [70].  
 
There is no direct evidence of reciprocation; however there is strong evidence that 
scientists attitude towards industry-funded research becomes more positive as the 
amount of interactions between the two spheres increases [71]. A review of 17 
surveys on the attitudes of researchers to financial ties in research revealed that 
investigators are concerned about the impact of financial ties on choice of research 
topic, research conduct and publication, but this concern is less among investigators 
already involved with industry. Researchers approve of industry collaboration and 
financial ties when the ties are indirectly related to the research, disclosure is up 
front, and results and ideas are freely publicized. However, their trust in disclosure as 
a way to manage conflicts may reveal a lack of awareness of the actual impact of 
financial incentives on themselves and other researchers [72]. 
 
 
Consequences 
 
Confirmation bias leads to unconventional or sub-standard decisions. In a research 
context, this means decisions – and thus, potentially, findings – that are likely to be 
controversial within the scientific community and portrayed as not credible [11]. 
Opposing interests will highlight uncertainties in the evidence, discrepancies and 
ambiguities in the interpretation, ties between researchers and business or political 
interests, and any other technical aspects of the problem that can provide an 
opportunity to question the credibility of the research process. In other words, 
confirmation bias can damage scientific credibility, understood as the extent to which 
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science in general is recognized as a source of reliable information about the world 
[11]. Empirically, confirmation bias has been found to affect the way we process 
information, report results and interpret findings.  
 
First, confirmation bias impairs the way we process information.  Experiments have 
found repeatedly that people tend to test hypotheses in a one-sided way, by 
searching for evidence consistent with their current hypothesis [64], [73]. More 
specifically, confirmation bias has been invoked to explain ‘illusory correlations’, 
which is the tendency to see non-existent correlations in a set of data [74]. For 
example, a study recorded the symptoms experienced by arthritic patients, along with 
weather conditions over a 15-month period. Nearly all the patients reported that their 
pains were correlated with weather conditions, although the real correlation was zero 
[75].  
 
Second, confirmation bias skews analyses towards an outcome that is favourable to 
the experimenter. The most striking case of confirmation bias is when two opposing 
experimenters find themselves at odds with the published findings of research they 
sponsor. But the Experimenter’s bias is not always that spectacular. Often, it will lead 
to overestimate the effect of the intervention and lift any doubt regarding its possible 
inefficacy. Experimenter’s bias has been found in very different disciplines and 
research areas, including in studies on the effects of nicotine [76]; antidepressants 
[77], [78].  
 
Confirmation biases are not limited to the search and collection of evidence. Even 
when two individuals are given the same information, the way they interpret it can be 
biased. This has been recently demonstrated in a study on the neural responses of 
30 committed partisans during the U.S. Presidential election of 2004. The authors 
presented subjects with reasoning tasks involving judgments about information 
threatening to their own candidate, the opposing candidate, or neutral control targets 
[79].  
 
 
Mediating variables 
 
Research shows that the strength of confirmation bias depends on the issue being 
considered, but not on personal differences such as cognitive abilities.  
 
First, confirmation bias is stronger for emotionally charged issues and for deeply 
entrenched beliefs. This was exemplified in the Stanford Biased Interpretation 
Experiment in which participants with strong opinions about the death penalty read 
about mixed experimental evidence. Twenty-three percent of the participants 
reported that their views had become more extreme, and this self-reported shift 
correlated strongly with their initial attitudes [80]. More recently, Taber and Lodge 
conducted a similar study using the emotionally charged topics of gun control and 
affirmative action. They measured the attitudes of their participants towards these 
issues before and after reading arguments on each side of the debate. Two groups of 
participants showed attitude polarization: those with strong prior opinions and those 
who were politically knowledgeable [81].  
 
Second, individual characteristics do not seem to have an effect on the severity of 
confirmation bias as previously thought. Empirical research has consistently shown 
that confirmation bias is persistent, regardless of intelligence level. In two 
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experiments involving a total of over 1400 university students and eight different 
comparisons, the authors found very little evidence that participants of higher 
cognitive ability displayed less confirmation bias [82]. There is moderate correlations 
between cognitive ability and the ability to avoid such biases [83]–[85]. 
 
 
Confirmation bias in policy research 
 
The above shows that the question of the effect of institutions on policy research 
would be more effectively addressed by analysing the prevalence and severity of 
confirmation bias in policy research. This entails two interesting questions. The first 
question is normative and relates to the ideal of research. It could be formulated as 
follows: To what extent is institutional policy research scientifically credible? The 
second question is positivist and relates to the effect of confirmation bias: Are 
evaluations of interventions to which institutions are committed less credible?  
 
Framing the problem in such a way would provide a number of benefits. First, 
confirmation bias offers a more parsimonious explanation of the effect of institutions 
on policy research than existing theories. It simply implies that commitments and 
reciprocation lead to substandard or unconventional research decisions. Second, 
confirmation bias works with a broad range of institutions (scientific institutions, 
government institutions, political institutions, private-sector companies, etc.) and 
policy areas. Third, it allows more accurate explanations and predictions than the 
idea of ‘research utilisation’ which many authors have struggled to operationalise.   
 
Conveniently, the concept of confirmation bias sits comfortably with existing political 
science theories. First, confirmation bias leads to use research symbolically, i.e. for 
confirming the idea that the experimenter wishes to promote [15], [17], [86]–[88]. 
However, the concept of confirmation bias is more complete than that of research 
utilisation, since it offers an entire causal theory regarding the effect of political 
institutions on policy research. Second, confirmation bias can be seen as a type of 
agency cost. Governments evaluate policies on behalf of the citizenry (the principal). 
However, because the two parties have different interests and the government has 
more information (policy and research expertise), citizens cannot directly ensure that 
their agent is always acting their best interests [89]. Third, confirmation bias is 
motivated by the desire to avoid blame [40]. Were governments not sanctioned for 
their performance in office (in terms of curbing crime, unemployment, illiteracy, etc.), 
it can be argued that ‘inconvenient’ evaluation findings would not be a problem. 
Likewise, confirmation bias can be seen as the expected behaviour of organisations 
seeking to enhance their performative reputation [24].     
 
 
Policy commitment and confirmation bias 
  
Estimating the risk of confirmation bias can be done in different ways. The following 
section first describes what the sponsorship of a study can tell us about the 
objectivity of the researcher. It argues that the strength of the government’s 
commitment to the intervention might be a better option.  
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Specifications for a correlational study 
 
Identifying causal mechanisms, to the extent that they exist, is methodologically 
challenging as it requires an experimental setup. In an ideal experiment, a sample of 
researchers would be selected from the population and a fraction of this group – 
randomly selected – would be placed in political institutions. Conversely, the rest of 
the group would conduct the same research independently. Because the two groups 
are comparable by virtue of the random assignment, any systematic difference in the 
ways both sub-groups make policy research decisions could be attributable to 
political institutions. No significant difference between the incentivised group and the 
non-incentivised one would confirm the dominance of the professional logic, whereas 
a significant difference would disprove it. Whereas controlled experiments are hardly 
ever possible, comparable circumstances sometimes occur naturally. This is the case 
for example when very similar research projects are carried out by different teams, 
one working in conditions close to those provided by the treatment, the other not.   
 
The second best design implies thus to observe and record the partial effect of 
political institutions on research decisions as they appear to the researcher. In the 
absence of formal ‘treatment’ – the presence of political institutions cannot be 
contrasted with their absence – I am left with comparing situations where the effect of 
the performative logic is relatively stronger or weaker. Such variations have in the 
past provided an interesting setting for the study of the relations between democratic 
institutions and the enforcement of air pollution legislation in the US [90]. 
 
 
Study sponsorship  
 
The first strategy consists in identifying the sponsor of the study. Confirmation bias 
estimated in this way is better known in the literature as ‘funding bias’ or ‘sponsorship 
bias’, however these terms are synonymous [91]. Empirical studies of funding bias 
have mainly been undertaken in the area of biomedical research, where drug 
manufacturers, regulators and patient groups often perform similar studies.  
 
The results of this research are rather unambiguous and consistent: research 
findings are influenced by the logic of the sponsoring organisation. In one study, for 
example, researchers looked into every trial of psychiatric drugs in four academic 
journals over a ten-year period, finding 542 trial outcomes in total. Industry sponsors 
got favourable outcomes for their own drugs 78% of the time, while independently-
funded trials only gave a positive result in 48% of cases. Competing drugs put up 
against the sponsor’s drug in a trial were more effective only in 28% of cases [92]. 
 
The underlying assumption is that studies funded by organisations that do not have a 
vested interest in the outcome of the trial show a lower risk of confirmation bias. The 
credibility of this assumption rests on the idea that regulators and patient groups 
have no vested interest in the drug, which is highly questionable. Government 
funding can result in bias if the aim is to minimise the cost of therapy that it pays for. 
Likewise, patient organisations may want what they see as the newest and best 
medications made available to their membership [91]. 
 
In the case of policy research, this design would involve comparing similar studies, 
some sponsored by governmental organisations, others sponsored by non-
governmental organisations. This is possible provided two conditions are met. The 
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first condition is that there are enough studies sponsored by non-governmental 
organisations to warrant statistical power. This is possible in medical research, which 
is a highly regulated market – and thus subjected to multiple controls and 
investigations (from regulators and patient groups). A similar design might prove 
difficult with social interventions for the opposite reason: policy evaluations are rarely 
conducted outside government. The second condition is that the studies funded by 
governmental and non-governmental organisations be reasonably comparable, not 
only in terms of the intervention, but also in terms of scope, design, timing, etc. This 
could also be challenging.  
 
 
Commitment to the intervention   
 
The second strategy consists in contrasting interventions to which the experimenter 
is strongly committed with interventions to which the experimenter is weakly 
committed. In political economy, the notion of commitment has mainly been applied 
in relation to central banks and monetary policy, where predictability and stability are 
key performance indicators [93]. A number of empirical studies exist regarding the 
effects of monetary policy commitment [94]. The notion has been more rarely applied 
to the executive branch. Uses have been limited so far to the notion of compliance to 
international commitments [95] and to issues of fiscal policy. Yet, the inability of 
governments to tolerate an open outcome and accept genuine uncertainty as 
stipulated in the idea of experimentation resonates with earlier observations by 
Campbell (1969) who had noted that governments tend to commit to policy politically 
and thus find it difficult to be seen at fault. 
 
Going back to the area of medical research, a drug manufacturer could be committed 
to a drug because it represents a radical new breakthrough in treatment. A drug 
manufacturer is also more likely to be committed to drugs that are expected to 
generate high economic returns. Thus, confirmation bias could be estimated by 
comparing the effect of drugs with different levels of FDA ranking of therapeutic 
novelty or drugs with different sales prospects [47]. Likewise, FDA review times were 
found to be decreasing in (a) the wealth of the richest organisation representing the 
disease treated by the drug; and (b) media coverage given to this disease. These 
results suggest that ‘political influence over drug approval operates primarily through 
‘salience signals’ transmitted by groups and media [41].   
 
In the policy context, the financial cost of an intervention is certainly a factor, however 
it can be difficult to get the information in a reliable and consistent way. The cost can 
be measured in terms of political capital. Reforms to which the government is 
strongly committed would be subject to a higher risk of bias than reforms to which the 
government is weakly committed.    
 
 
Independent variables 
 
The rest of this paper is dedicated to the operationalization of the research question. 
I will start with the independent variable, namely the government’s commitment to a 
given reform. Government is largely a black box, which means that the strength of 
policy commitments can only be estimated. The following section offers three 
possible strategies.  
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Pilots and phased introductions    
 
The first strategy consists in comparing the decisions made in two different research 
contexts. The first context is that of a policy pilot, i.e. an intervention trialled for a 
limited period on a fraction of the territory on which it is meant to be rolled out. In 
principle, the probability that a pilot will be rolled out nationally is unknown at the time 
of its launch and contingent on the results of the evaluation. The second context is 
that of the phased introduction of a reform, i.e. a reform for which the probability to be 
fully implemented is known (and close to 1), but for which setup is similar to that of a 
pilot. Like pilots, phased introductions – which are known in the UK as pathfinder 
pilots – are evaluated on a small scale and over a limited period. They can be 
evaluated using the exact same designs and methodology. The only difference is in 
the government’s intention and this intention is usually clearly stated.  
 
The extent to which formal pilots and pathfinder pilots are strictly comparable has 
been debated. Some have mentioned that the term ‘pilot’ encompassed vastly 
different projects [42], [97]. According to Ettelt and Mays, pilots can be used for 
experimentation, for early implementation, for demonstration and for learning how to 
operationalise a policy [42]. I would argue that these categories are difficult to apply 
and not mutually exclusive. Indeed, many of the pilots launched by the Labour 
government tested new ways of delivering social services. It was assumed that the 
effectiveness of social policy was hampered by inefficient agencies and 
organisations. In other words, these were public service reforms as much as they 
were social policy reforms. Furthermore, these categories indistinctly apply to both 
formal and pathfinder pilots and can be controlled for.     
 
 
Manifesto pledges  
 
Comparing pilots and phased introductions is a compelling way of estimating policy 
commitment; however it is not the most frequent type of policy-making. Another, 
more widely applicable, way of assessing a government’s commitment to a specific 
reform is to check whether it was announced in the ruling party’s manifesto for the 
previous election [98]. Manifestos may not be something voters care about, however 
the media have specialised in this activity. The multiplication of ‘pledge trackers’ 
(such as The Guardian’s) shows how crucial it is for a party to implement its pledges 
once in government. Against this background, it is unlikely that an office-seeking 
government will commit large resources to pilot a measure that contributed to its 
electoral success. 
 
Previous research on electoral pledges finds that politicians fulfil most of their 
electoral promises when they are in power. Pomper and Lederman (1980) find that 
from 1944–1976, 79% of the pledges proposed by the winning party in the US were 
fulfilled. Rallings (1987) concludes that 64 of the British pledges from 1945 to 1979 
were implemented. Royed (1996) studied British and US electoral pledges during the 
1980s. She finds that the British Conservative party implemented more than 80% of 
its electoral pledges while in government. She also studied British parties in 
opposition and finds that they obtain much lower fulfilment rates. Only 15% and 32% 
of the pledges proposed by the Labour party in Britain in 1979 and 1983, 
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respectively, were fulfilled. Royed (1996) also studied the US case during the 1980 
and 1984 electoral cycles and found that even though the Democrats had a majority 
of seats in at least one of the houses during these years, the Reagan administration 
was able to act upon 60% of its electoral pledges. Artes (2013) and Chaney (2013) 
have also contributed to this literature.  
 
In looking at the effect that parties have on policy, manifestos offer a good prediction 
of what parties will do when in office. This claim is supported by Klingemann, 
Hofferbert and Budge (1994), who find that government party programmes are 
remarkably well reflected in post-election priorities, measured as percentages of 
central government spending in major areas, that is to say that their expenditure 
reflects the differential issue saliency written into their party manifestos. Based on 
data from 1970-1979, Rose found that contrary to popular belief governments 
implemented a large proportion of their manifesto pledges, noting that Labour 
governments ‘acted upon’ 55% of their manifesto pledges whilst Conservative 
governments ‘acted upon’ 80% of theirs. 
 
 
Seniority of the ‘reform champion’   
 
The problem with manifesto pledges is that they are better suited for studies 
comparing a large number of heterogeneous policies.    
 
An alternative consists in identifying the ‘champion’ of the reform. Policy reforms are 
often introduced by a member of the government; and the seniority of the endorser 
can be taken as an indication of the salience of the reform. The announcement of a 
reform can be seen as a delegation issue, whereby each principal, from the Prime 
minister to the mid-level bureaucrat can decide whether to be the ‘manager’, taking 
direct responsibility for the outcome, or the ‘chair of the board’ overlooking operations 
[40]. Given politicians’ propensity to avoid blame even when that implies not getting 
credit [39], [40], a reform announced by the Prime minister can be considered more 
salient than a reform announced by a senior minister. Likewise, a reform announced 
by a senior minister is considered more salient than a reform introduced by a junior 
minister. It follows from this that the reforms for which no public announcement is 
made (which might occur when the reform can be implemented through secondary 
legislation or statutes) are the least salient.    
 
Using the champion of the reform as independent variable has an additional benefit: 
it allows more contrast and thus greater measurement validity than dichotomous 
variables on phased introductions and manifesto pledges. Indeed, there is no reason 
to believe that such a commitment be so clear-cut. Ordinal variables measuring 
government policy preferences have been used in studies analysing governments’ 
responsiveness to public opinion [105].  
 
 
Dependent variables  
 
The following section is concerned with the research decisions that are most likely to 
reflect confirmation bias. According to Sackett (1979), confirmation bias can occur in 
any one of seven stages of the research cycle, from the formulation of the research 
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question to the reporting of findings. Three of these stages are reviewed below as 
they offer an interesting window for the study of confirmation bias.     
 
 
Research duration 
 
The first such window is the duration of the research project. Time is a precious 
resource for both the researcher and the policymaker, but for opposite reasons.  
 
On the one hand, researchers committed to scientific norms will often push for longer 
research projects. First, repeated measurements are recommended to reduce the 
statistical phenomenon of regression to the mean which happens when unusually 
large or small measurements are followed by measurements that are closer to the 
mean [106], [107]. Second, the psychological literature shows that individuals display 
different behaviours to novel and usual signals, for example in an experimental 
context [108]. Thus an individual’s response to a new policy is likely to be different as 
he gets used to it. Third, setting up a research project often takes time; especially 
when it involves the training of the policy implementers. Researchers eager to 
generate high-quality evidence are thus more likely to report on the long-term effect 
of the treatment.  
 
On the other hand, a commitment to the intervention will lead to speedier research. 
Waiting is politically costly. People suffering from unemployment or crime want a 
solution to their problems, and incentivised policy-makers want to deliver it as early 
as possible. There is ample evidence that politicians and business leaders are hard-
pressed to deliver before the next election or generate a rapid return on investment. 
Research within the finance and accounting literatures finds that managers do 
sacrifice (at least some) long-term investments in response to pressure from the 
capital markets (Graham et al's (2005)). Similarly Bartov (1993), Bushee (1998), 
Dechow & Sloan (1991), and Penman & Zjang (2002), all report evidence consistent 
with the idea that managers sell assets, cut R&D or reduce earnings to meet 
earnings targets. More recently Benner (2007, 2010) has suggested that firms going 
through significant technological transitions face particularly intense pressure, 
causing them to reduce capital investment and investment in R&D [116]. 
 
In light of the above, I argue that, other things being equal, shorter research projects 
denote confirmation bias. The literature on industry-sponsored clinical trials provides 
evidence to support this claim [41], [47], [117]. A 2010 review compared around a 
hundred truncated clinical trials and four hundred matched trials that ran their natural 
course to the end: the truncated trials reported much bigger benefits, overstating the 
usefulness of the treatments they were testing by about a quarter [118] [119], [120]. 
Evidence from the policy area is thinner but highlights a similar phenomenon. 
Anecdotes and interviews have concurred to stress that the greatest source of 
incompatibility between research and policy rested on the conflict between their 
respective cycles [97], [121]–[123]. 
 
 
Sampling decisions 
 
Another important decision likely to be affected by confirmation bias is the sampling 
of the units who will be part of the study.  
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From a scientific viewpoint, this decision is dominated by the need to have a sample 
that is as representative of the population at large as possible. A study which 
conclusions hold over variations in persons, settings, treatments and outcomes is 
said to have external validity. The method most often recommended for achieving 
this close fit is the use of formal probability sampling [124], [125]. Regardless of the 
method used, sampling is usually seen as a difficult decision to make, with uncertain 
results. Using the examples of the Bangladesh Integrated Nutrition Project and the 
California Class-Size Reduction Program which both failed in replicating effective 
interventions evaluated with RCTs, [126] have argued that experiments could not 
alone support the expectation that a policy will work outside the testbed, given the 
importance of logistical and contextual factors in the success of a social policy. 
Whether or not a ‘sufficient’ level of external validity can be achieved, it is safe to say 
that researchers committed to the scientific logic will choose their samples in a way 
that guarantees generalizability.  
 
A sample put together with a view to favour the intervention is expected to be 
exemplary rather than random, heterogeneous or typical. The first reason has to do 
with the fact that research in a political or market context is skewed towards 
application. Thus, when the research is carried out ex post, it can be tempting for the 
principal to focus the evaluation on the individuals or groups who seem to have better 
responded to the intervention. When the research is carried out ex ante, the principal 
may also have an interest in testing the intervention on atypical individuals or groups, 
for example with a view to increase the probability of generating flattering results. 
The other reason is basic risk aversion. Research has shown that politicians are 
motivated primarily by the desire to avoid blame rather than by seeking to claim 
credit for their decisions [39]. 
 
Against this background, I claim that, other things being equal, the 
representativeness of research samples can be seen as a test for the relation 
between the researcher and the policy-maker. Here again, the literature on clinical 
trials suggests that this claim is not unfounded. There is a fairly large – and growing – 
number of studies pointing to the flimsiness of medical trials’ external validity [127]–
[131]. For example, one such study took 179 representative asthma patients from the 
general population and looked at how many would have been eligible to participate in 
a selection of asthma treatment trials [132]. The answer was 6% on average. Flimsy 
external validity means that a trial is irrelevant to real-world populations.  
 
 
Outcome reporting 
 
The third decision that is most likely to reflect confirmation bias is the reporting of 
evaluation outcomes.  
 
A researcher committed to scientific norms is expected to report findings in full, 
according to pre-specified research questions, theories and variables. Specifying the 
method from the outset of the research process means that outcomes cannot be 
manipulated, for example, in order to present positive outcomes. Therefore, provided 
they apply similar methods, different researchers are likely to report the same results, 
whether these results are positive, negative or null. The recent years have witnessed 
the multiplication of initiatives meant to standardise reporting such as CONSORT or 
COMET.  
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Conversely, a researcher committed to the intervention is expected to report 
outcomes selectively. Research findings are anything but neutral. In highly regulated 
industries such as pharmaceutics, an inconclusive trial means that a new drug will 
not be approved by the regulator. The medical literature highlights a number of 
recurrent strategies to present these findings in accordance with the interest of the 
principal. One of them consists in measuring uninformative surrogate outcomes 
(such as blood pressure or cholesterol rather than the prevalence of specific events 
such as heart attack or death) or in changing the outcome once the trial is finished 
[133]–[135]. Another strategy consists in bundling outcomes in a way that changes 
the presentation of results from negative to positive or from insignificant to significant, 
for example through the use of composite health indicators [136], [137]. A third 
strategy implies ignoring the drop-outs that inevitably occur during a trial, which can 
result in dramatically overstating the benefit of a treatment [138].  
 
As with the two previous outcomes discussed in this paper, evidence of the effect of 
the performative logic on the reporting of outcomes is scarce. Although there is no 
evidence that a stronger performative logic is positively correlated with a more 
selective reporting of outcomes, the literature suggests that it will create pressure on 
evaluators. A recent web survey of some 200 academics having done policy 
research for the British government since 2005 indicates that government officials 
were more likely to propose changes affecting the interpretation of findings or their 
weight than not. However, it is less clear from the survey whether the requested 
changes did help produce supportive reports [30]. Beyond this survey, the evidence 
base consists mostly of some anecdotes, such as Metcalf’s report of the pressure 
exerted by the US Department of Agriculture during the evaluation of the National 
School Lunch Program [139].  
 
 
Relevance of the analogy between medical research 
and policy evaluation  
 
Throughout this paper, I have shown that the literature on the influence of industry 
sponsorship on the scientific credibility of clinical trials could serve as a useful guide 
for the study of policy evaluations. Indeed, this literature has very effectively analysed 
the conundrum which researchers face when they become agents. However, the 
comparison has also important limitations, which need to be fully understood before 
we move on to the empirical part of this work. The following section briefly discusses 
the similarities and differences between medical research and social policy research.    
 
The main similarity between clinical trials and social policy evaluation is that they are 
both a type of applied research. In other words, neither is conducted with the primary 
purpose of advancing knowledge. Rather, they are meant to inform important 
decisions about the development of a product or policy, which the organisation is 
already committed to launch (to varying degrees). This change makes the conduct of 
research somehow more complex. Each decision not only needs to satisfy the norms 
of science, it also needs to support the aims of the organisation. Thus, both clinicians 
and policy researchers have to find the right balance between professionalism and 
loyalty to their employer – or reciprocation of ‘favours’ in the case of contract 
research.  
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However, there are also important differences between these two types of research. 
The first difference is in their purpose. Clinical research is essentially confirmatory, 
i.e. it quantifies the extent to which deviations from a model could be expected to 
occur by chance. This is due to the fact that (i) health-related variables are easily 
quantifiable and (ii) medical treatments entail a risk. Medical treatments can not only 
fail to cure life-threatening diseases, they can also create other diseases and even 
kill. This is why new drugs have to undergo a series of four consecutive clinical 
trials2, all using randomised controlled trials (RCTs). It is commonly admitted in the 
medical community that RCTs are the most robust way of evaluating the efficacy of a 
new treatment.  
 
Conversely, social policy research is essentially exploratory, i.e. meant to isolate 
patterns and features of the data. There is no restriction regarding the type of 
research that can be used to evaluate the effect of a social intervention. Impact 
evaluations can be conducted using any kind of design (experimental, quasi-
experimental or non-experimental) and any kind of data. Indeed, the idea of a ‘gold 
standard’ in social policy evaluation is a highly contested one. Thus, social policy 
reforms are frequently rolled out based on evidence that the intervention was 
properly implemented, or that beneficiaries were satisfied with the intervention. This 
‘flexible’ approach to research means that there is little consistency across studies in 
terms of research questions, data and design. Furthermore, the absence of research 
protocols means that the risk of spin is high.  
 
The second difference is that in medical research, evidence of the cost-effectiveness 
of a drug has an instrumental use: it is the single most important piece of information 
that will be considered by regulators in their decision to authorise the drug. When 
such information is clear and unambiguous, the approval process can be relatively 
straightforward. In contrast, policy evaluation results have a more conceptual use: 
governments are free to use results as they see fit and are by no means bound to the 
conclusions and recommendations of evaluators. Other, non-scientific considerations 
play an equally, and perhaps greater, role in shaping social policy. Those include 
ethics, morality, legality, policy commitments and political support. For all these 
matters, the ‘expert’ is the elected politician, not the scientist. Unlike medicines and 
healthcare products regulators, social policy-makers can legitimately discard 
evaluation results that are found unacceptable or undesirable. Importantly, such a 
decision implies that an evaluation was conducted in the first place. This is a strong 
assumption given that no government in the world is subject to a formal obligation to 
evaluate social interventions.    
 
Financial stakes are a third, major difference. The development process from patent 
filing to product launch has been estimated to take an average of 12 years at a total 
cost of some £200 million. In contrast, the costs related to the development of social 
interventions seem to be much lower. For example, a 2008 Report from the NAO 
found that, between 2002 and 2006, the DWP had spent about £40 million on 
initiatives targeted specifically at ethnic minority employment. These included the 
Ethnic Minority Outreach pilot (£31 million spent between April 2002 and September 
2006), the Ethnic Minority Flexible Fund (£6.8 million spent between April 2004 and 
March 2006) and the Specialist Employment Advisers pilot (£1.5 million spent in 
2004-2006). Other initiatives were trialled for a fraction of these costs (for example, 
																																																								
2 Phase 1: Screening for safety; Phase 2: testing the efficacy of the drug, usually against a placebo; 
Phase 3: confirmatory study; Phase 4: post-marketing studies delineating additional information on the 
drug’s benefits, risks and optimal uses.  
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the Mental Health Court pilot and the Virtual Court Pilots were both implemented by 
the Ministry of Justice for an average cost of £400,000). 
 
 
Conclusion  
 
This paper was set out to propose a theoretical framework for the study of the 
influence of political institutions on policy research decisions.  
 
The first objective of this paper was to identify the strengths and the weaknesses of 
the existing literature, as well as possible research gaps. The review has shown that, 
collectively, we know a lot about the influence of institutions on policy research. 
However, this knowledge is fragmented across disciplines and supported by an 
excessive number of concepts and theories. This paper was unable to review the 
literature in a systematic way but identified the most significant contributions in 
research methods, sociology, public policy and public administration. It 
recommended carrying out more research to identify the key decision-makers and to 
formulate a more parsimonious theory that would be applicable to a broad range of 
countries and policy areas.   
 
The second objective of this paper was to lay the foundations an empirical strategy 
for future research in this area. The notion of confirmation bias, used in research 
methods and social psychology to qualify the tendency of individuals to favour 
information that supports prior beliefs and hypotheses, emerged as the most 
desirable option. There is an abundant literature looking at confirmation bias at the 
individual level and at the organisational level, particularly in medical research. Thus, 
the question of the effect of political institutions on policy research would be most 
effectively addressed by questioning the prevalence of confirmation bias in 
government-funded research. This entails a two-step approach. First, the scientific 
credibility of the research decisions made by the relevant government(s) must be 
systematically investigated, based on a number of common research prescriptions. 
Second, the effect if policy commitments on the scientific credibility of these research 
decisions must be assessed.   
 
There are many questions that remained unanswered. I will mention three. First, to 
the extent that political institutions do influence research, this influence must be 
context-specific. So we need to understand the contexts in which the effect of 
political institutions is relatively stronger/weaker. Second, we need to know what 
happens at the individual level. In particular, we need to understand who the actors 
are and the type of incentives they are subject to. I have shown that the public policy 
and the public administration literatures disagree on that point; however this could 
also be due to the fact that they tend to investigate separate policy areas. More 
detailed accounts in this area would help researchers make credible assumptions 
regarding decision-making processes.  
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